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THEME

Systems relying on electromagnetic, including electro-optic wave propagation in the earth's environment are subject to
propagation anomalies. Proper assessment of such anomalies and subsequent exploitation or mitigation of their effects often
require complex computations. The availability of small powerful computers has made near real-time calculation of
propagation effects on systems performance possible and affordable. For example, the Integrated Refractive Effects
Prediction System (IREPS) and the HF assessment system PROPHET have been used successfully throughout the militarn
community for some ten years. During that time a number of operational decision aids (ODAs) were developed like
optimum flight altitudes for attack, surveillance and ESM aircraft; intercept vulnerability; and ODAs for command and
control. Since operational decision aids require appropriate propagation models and accurate environmental inputs, careful
attention must be paid to propagation modelling, direct and remote sensing techniques and environmental forecasting
techniques.

The topics covered include:

I. General aspects;
2. Propagation modelling and validation;
3. Decision aids for tropospheric radio propagation;
4. Decision aids for ionospheric radio propagation:
5. Decision aids for electro-optical propagation;
6. Remote and direct sensing techniques;
7. Forecasting of environmental parameters;
8. Operational systems impact.

Exploitation or mitigation of environmental effects rank equal in importance with weapons systems. The rapidly
changing propagation environment throughout NATO's area of concern requires a rapid operational assessment capability.

Les systemes qui font appel a la propagation des ondes dlectromagndtiques et 6lectro-optiques en milieu terrestre sont
sujets A des anomalies de propagation.

Toute evaluation correcte de telles anomalies ainsi que I'dventuelle exploitation ou attenuation de leurs effets passent
par des calculs qui sont souvent complexes. L'arrivee sur le march de petits ordinateurs performants a permis le calcul des
effets de propagation en quasi-temps reel pour un coit abordable. A titre d'exemple, le Systeme Integr6 de Prdvision des
Effets Rfringents (IREPS) et le systeme de prevision RF "PROPHET' sont utilises avec succes par la comnmunaut militaire
depuis dix ans. Au cours de cette mime pdriode un certain nombre d'aides A la prise de decisions oprationelles (ODA) ont
eti ddveloppees dans certains domalnes tels que les altitudes de vol optimales prdalables au passage d'attaque, la surveillance
et les avions ESM, la vulnerabilite a l'interception et les ODA de commandement et contr6le. Les aides A Ia prise de
decisions operationnelles sont tributaires de modules de propagation appropries et de donnees precise sur le miiieu ambiant.
II importe done d'accorder une attention toute particuli6re i la modelisation de la propagation, aux techniques de detection
et de tel~dtection et aux methodes de prevision du milieu ambiant.

Parmi les sujets developpes. on distingue:

I. Aspects generaux;
2. La modelisation de la propagation et sa validation;
3. Les aides a la prise de dicisions pour la propagation RF tropospherique;
4. Les aides a Ia prise de d&cisions pour la propagation RF ionospherique; "
5. Les aides ila prise de decision pour la propagation electro-optique;
6. Les techniques de detection et de tel~dtection;
7. La prdvision des paramitres du milieu ambiant;
8. L'impact des systemes operationnels.

L'exploitaion ou I'attenuation des effets du milieu ambiant sont d'une import, ,.ale celle des systimes d'armes
eux-memes. Lenvironnement de propagation est en evolution constante et les pays .r m - de I'OTAN doivent donc
disposer de moyens d'analyse de leurs capacites operationnelles, d'une rise en sEuvr,
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FOREWORD

The operational use of decision aids dealing with EM/EO atmospheric propagation effects is the final link in a long
chain of research and development endeavours. Often lengthy and intense basic research investigations, both theoretical and
experimental, provide a basic understanding and description of the phenomena involved. When this knowltdge is combined
with an appreciation of military operational problems, appropriate assessment tools and decision aids can be devised. The
most successful decision aids are those which are developed in close interaction with the user. It was the purpose of the
Symposium "Operational Decision Aids for Exploiting or Mitigating Electromagnetic Propagation Effects" to bring
researchers and operational users together to promote this all-important interaction. The meeting covered atmospheric
propagation problems throughout the electromagnetic spectrum from long wave propagation through optical frequencies
and included environmental forecasting topics and man-machine interface issues.

The symposium was held in San Diego, CA from 15-19 May 1989 and included six different sessions. An overview
session included several review papers. It was followed by a session on decision aids and systems impact. The next three
sessions covered tropospheric radio, ionospheric radio and electro-optical propagation topics. The final session was
concerned with assessment and forecasting. All together, 50 papers were presented during the week-long meeting.

Gratefully acknowledged are the cooperation and assistance of the Technical Programme Committee, Colonel Cress,
Dr Fitzsimons, Dr Gomez, Captain Jensen, Lieutenant Colonel Kunz, Lieutenant Colonel Scholz and Dr Twitchell.

Appreciation is furthermore expressed to the AGARD staff led by Lieutenant Colonel Brunelli and the local
coordination group led by Mrs Nancy Vorce for the excellent organization of the meeting.

HJAlbrecht

J.H.Richter
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THB IMPORTANCE OF ENVIRONMENTAL DATA

Gerald Cann and Robert P. Porter
Members of the

Naval Research Advisory Committee
Washington, DC 20350 USA

SUMMARY

A panel of experts conducted a top level analysis of the significance of quantita-
tive knowledge of environmental parameters to naval weapons and naval warfare. The panel
concluded that the impact of the environment needs to be considered more thoroughly
during the research, development and acquisition process. This requires a central envi-
ronmental top level requirement or master plan and a more formalized connection between
the organizations involved in various aspects of environmental science.

INTRODUCTION

The Navy Research Advisory Committee (NRAC) is the U.S. Navy's senior scientific
advisory group to the Secretary of the Navy, Chief of Naval Operations, Commandant of
Marine Corps and Chief of Naval Research. It is dedicated to providing independent and
objective analyses in areas of science, research, technology and development. In the
summer of 1988, NRAC convened a panel of experts to conduct a top level review of "Impor-
tance of Environmental Data to Naval Weapons and Warfare." The panel looked at a wide
range of environmental factors that influence Naval operations. Environmental knowledge
and the proper consideration of its effects are essential throughout the entire acquisi-
tion process from basic research through development, test, evaluation and production.
After deployment, operations and tactics must take environmental conditions into account
and either mitigate or exploit their effects. The panel stressed the importance of
satellite remote sensing and the need for national and international cooperative efforts
in this area. It made a number of other recommendations including the need for more
formalized consideration of environmental factors in the research, development and acqui-
sition process.

BACKGROUND AND OBJECTIVE

It is widely recognized that Anti-Submarine Warfare (ASW) techniques and equipment
are dependent upon acoustic properties. Therefore, it has been postulated that precise
knowledge of the acoustic properties of specific bodies of water could significantly
enhance the effectiveness of our ASW forces. Similarly, since the atmospheric environ-
ment controls the propagation of Radio Frequency (RF) energy, it has been postulated that
naval forces can fight more effectively if they can reliably estimate these factors.
Laser and other advanced weapons and sensors are equally influenced by the natural envi-
ronment. The general objective of the NRAC 1988 Summer Study Panel on the Importance of
Environmental Data was to determine the significance of quantitative knowledge of envi-
rorental parameters to naval weapons and warfare. Specific tasking included the ques-
tions: Which weapon systems are affected; how much performance can be gained; how pre-
cise must the measurements be; and, what type of sensors/techniques are needed?

The panel first attempted to identify the most critical issues, and quickly homed in
on perceived deficiencies in the Navy's organizational structure and procedures related
to the impact of the environment, particularly in the Research, Development and Acquisi-
tion (RDA) process. This became a major focus of the study.

There is no question that all naval weapon systems are susceptible to performance
degradation by variable and uncompensated environmental features. There is no doubt that
real-world weapon performance can be enhanced by improved knowledge and exploitation of
the environment. The real issue is one of priorities. The panel addressed this issue by
selecting and presenting examples which have the following characteristics:

1. The systems represented are of paramount importance to the Navy;
2. The benefit from adequate consideration of environmental effects may be the

difference between mission success and failure;
3. The need for certain specific environmental measurements is clearly indicated by

the examples.

Establishment of the quantitative relationships of system performance versus envi-
ronmental characteristics, as expressed in the terms of reference, should be an on-going
process in the developer and user communities of the Navy. It was beyond the capacity of
this NRAC panel, in terms of available time and resources, to reach beyond the identifi-
cation of important parameters, the needs for environmental information, and the improve-
ment in policies and procedures required to integrate them efficiently into the acquisi-
tion and fleet operations processes.
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Some of the derivative issues addressed included the application of stealth technol-
ogy to threa ,latforms and missiles which causes their signatures to "sink" deeper into
the environment and tends to frustrate our target detection systems. This evolution must
drive our effort to improve the understanding and exploitation of environmental charac-
teristics, and has significantly determined the direction of this study.

The panel did not attempt to thoroughly examine the environmental requirements
needhd to support future sensor systems that may emerge as threat signatures are sup-
pressed. For example, low frequency magnetic, spatial gradient magnetic anomaly, and
bioluminescent sensors were not addressed. It is clear that some of these possible future
sensors (e.g., Electro-Optical (EO)) may need more environmental data support than
present systems require.

The panel recognized, at the outset, the importance of improving our ability to
assess environmental effects on future weapons throughout the acquisition life
cycle--from initial concept development through deployment--including impacts on train-
ing, tactics and fleet operations.

IMPORTANCE OF ENVIRONMENTAL KNOWLEDGE

The next war will not be a war of attrition at sea since assets are bounded. The
number of ships, aircraft and precision guided weapons are well defined. Therefore, it
is extremely important to maxiize the success of the first engagement.

Currently we exploit first order environmental effects. The Navy has a large
network to col ect and disseminate weather and oceanographic data. At this point in time
the easy things have been done. Detailed data bases to support future requirements are
not available.

The advent of low observables requires tightening all performance factors. Quiet
submarines and low radar cross-section aircraft/missiles will make fine-grained environ-
mental data very important. As signal to noise decreases for current systems, it will be
necessary to factor the environment into concepts, planning and tactics to defeat these
targets.

Low intensity conflicts/crises tend to exacerbate the need for environmental data.
Over the last forty years, many of the limited war crises/conflicts have been in placed
where U.S. forces have had to operate in coastal waters where acoustic conditions are
bad, local bathymetry is unknown, and there are complex RF/Infrared (IR)/EO sea/land
interface conditions. As obvious example of this is the recent Persian Gulf experience.

From the perspective of this panel, there appears to be a high payoff from exploit-
ing environmental effects. However, these effects are often quite subtle, and must
generally be considered on a case-by-case basis for each weapon system individually. A
detailed understanding of such specific issues as propagation paths and optimum frequen-
cies could result in significantly improved acoustic, IR, EO and Electromagnetic (EN)
system design and operation.

Comprehensive assessment of requirement/concepts/hardware/tactics/training with
respect to physical limits imposed by the environment needs to be a high priority consid-
eration by decision makers prior to major financial commitment to new systems. This is
not generally occurring in the RDA process, and the panel identified th's as a deficiency
in the system.

The Navy's requirement for environmental information is global in nature. It not
only involves the ocean environment from the tropics to the poles, but also the coastal
and land environments. Some of the areas are either not accessible or access to them may
be denied.

Environmental knowledge and the proper consideration of its effects are essential
throughout the entire acquisition process from basic research through development, test,
evaluation and production. After deployment, operations and tactics must take environ-
mental conditions into account and either mitigate or exploit their effects.

There are many environmental factors that influence naval operations. Most obvious
are weather effects and properties of the ocean, both surface and subsurface. Less
obvious, but often of crucial importance, are properties of the sea floor and soil char-
acteristics of the adjacent land. Bottom topography of the ocean floor is critical to
submarine operations and sound propagation; in shallow water it also affects mining and
amphibious warfare. Soil conditions on the beach and the adjacent land may have a sig-
nificant impact on landing operations. For example, unexpected sand and dust storms may
not only reduce visibility for the human eye and EO sensors, but may also render machin-
ery, such as helicopter and tank engines, inoperable. The often highly variable struc-
ture of the atmosphere profoundly affects EN (including EO) propagation. Similarly,
underwater acoustic propagation is critically dependent on temperature and salinity
changes in the ocean.

There must be a continuous interaction between the collectors and analysts of envi-
ronmental data and the users in the research through operations process described above.
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Figure 1. Importance of Environmental Data

The impact of environmental data on improved performance of a system depends on the
ratio of target signal to background fluctuations as perceived by the system and illus-
trated in figure 1.

When the target signal is extremely strong and stands out above the background, the
system functions well and knowledge of the environment provides only marginal systemperformance improvements.

For the case where the target signal is quiet and is often Obscured by the ambient
background fluctuations, it is very important to exploit the environmental data to im-
prove system performance, platform development strategy, end tactics during engagement.
Proper use of environmental data can make the difference between operational failure and
success.

When the target becomes extremely stealthy, and the target signal is masked by the
background fluctuations, new systems and new operational concepts are required.
Environmental factors will be critical in the design and development of improved new
systems and tactics which maximize system performance.

Low observable technology is being used to produce quieter, more formidable threats.
The techniques of employing environmental data to counter the quieting and successfully
overcome stealthier threats are threefold.

In figure 2, success most often occurs when the system performance curve is above 50
percent probability of detection. Failure most often occurs when the system performance
falls below 50 percent probability of detection.

~LOWEMAE E 1 ONOtOGY

-iur O. u THRETS -

Figure . Vmoale of Environmental Data
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The baseline curve in figure 2 represents present system performance capability
which begins to fail as quieter threats are engaged. The first usage of environmental
data is to help design improved systems which better exploit the environment. The system
design improvement which gives the operator the right tool is illustrated by curve (1).
Note that much quieter threats can be detected with the improved tool.

Tactics of force employment and asset positioning which take advantage of accurate
environmental data to put the platforms and sensors in the proper place with the correct
orientation to achieve successful engagement represent the second usage of environmental
data. When combined with improved systems, this technique yields the system performance
curve (2).

The third technique involves environmental training and real-time environmental data
to operationally select the proper sensor modes and weapon presets. When an expert
operator, informed of the up-to-date situation, uses improved tools at the right place
and time in the most effective fashion, then curve (3) results.

As the threat employs even better stealth techniques, the cycle begins again because
new system and operational concepts will be required. We must employ environmental data
at the early stages of system design as well as throughout the life cycle and operation
of the system. Further, we must understand that the most effective use of environmental
data recognizes the involving of system parameters, threat characteristics, tactics,
training and the environment itself.

USE OF ENVIRONMENTAL DATA

Environmental data are obtained in a variety of activities as illustrated in figure
3. For example, the technology base community develops a basic understanding of
oceanographic and atmospheric phenomena. Other technology base investigators may develop
the understanding of the physics of acoustic and EM wave propagation. This information
is combined into predictive models for weather, oceanographic processes and wave propaga-
tion. Once the models have been developed, they may be used, to integrate inputs from a
great Dumber of variety of sensors to produce products suitable for delivery to the
operations community.

DIFFERENT ACTIVITIES USE ENVIRONMENTAL DATA IN DIFFERENT WAYS

NO ONE ACTIVITY PROVIDES COMPLETELY ADECUATE INFORMATION TO
OTHER ACTIVITIES

CONNECTIVITY EIWEEN ACTIVITIES IS INADEQUATE

EACH ACTIVITY NEEDS APPROPRIATE SPECIALISTS TO EFFECTIVELY
INTERACT WITH OTHER ACTIVITIES

FLEET OPERATORS NEED BETTER PRODUCTS, DELIVERY, AND TRAINING

ACCURATE. IMELY TACTICAL DECIION AIDS

SEMBEDDED KTO EAP SYSTEM IF POeSILE

DATA

Figure 3. Use of Environmental Data

In the operations community, the environmental data may be used to assess and opti-
mize weapon system and sensor performance, assess vulnerability, decide tactics, or
simply minimize fuel consumption. The timeliness and form in which the environmental
data products are provided is extremely important.

Systems development activities must consider the impact of a variable environment on
system performance in the design phase and require environmental inputs during planning
and execution of tests and demonstrations. System performance models, validated by
testa, are a valuable tool in the design optimization process and provide focus for
directed research and development.

Thus, it is clear that environmental data are required by different activities for
different reasons and used in different ways. Because of this fact and the time spent on
focused developments, rarely does one activity provide a product that precisely suits the
needs of another activity. Therefore, each activity needs appropriate specialists and
efforts that int'ract with the other activities to promote better connectivity and
product value.
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It is especially important that the information provided to the fleet operators be
accurate, timely and presented in a form they can and will use. This means the raw data
must be digested to the maximum extent possible, using models to produce the specific
products/forecasts actually needed. Adequate communications must be provided, and on
board graphical displays and tactical decision aids are necessary. The Tactical Environ-
mental Support System (TESS) provides this link as illustrated in figure 4. TESS is a
delivery system which, in its future versions (TESS(3) and beyond), will link an operator
at a sophisticated computer graphics workstation on a ship in the fleet to data from
local and worldwide environmental sensors, as well as to regional oceanographic centers
and global computational centers.
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Figure 4. Tactical Environmental Support System (TESS)

TESS incorporates models to provide an on-site local predictive capability and
tactical decision aids. TESS is the final link in a system that exemplifies the direc-
tion the Navy must go in providing environmental data to the fleet, and should be strong-
ly supported.

REMOTE SENSING

Remote sensing by satellite, aircraft and earth-based sensors has been an important
issue for the Navy for many years. It is widely recognized that global and synoptic
coverage are applicable to naval operations and tactics, and that future systems can be
optimized to take advantage of these data. The Navy Remote Ocean Sensing Satellite
(NROSS) was proposed as a cooperative program with National Aeronautical and Space Admin-
istration (NASA) and National Oceanographic and Atmospheric Administration (NOAA) to
support these needs. The failure to fund KROSS was partly a consequence of a poorly
defined connection between the data collected and the specific requirements of naval
systems. It was hard to justify NROSS on an operational basis, because the applications
of the data that would have been collected were still being researched.

This panel took a close look at remote sensing from an integrated viewpoint, where
some measurements were made by satellite, some by aircraft and some by earth-based sys-
tems. We focused on future environmental data requirements to meet the challenge of low
observability. It is our opinion that remote sensing, especially from space-based sys-
tems, is essential to the Navy, but the cost may be too high to justify a dedicated Navy
satellite. Therefore, we recommend that the Navy place a high priority on working coop-
eratively with other national and international agencies to obtain satellite environmen-
tal data needed for its systems, and that the Navy commit itself to supporting its own
programs to integrated data collection into its operational needs.

The satellite is not the only remote sensor platform the Navy needs. Other examples
include the shipborne laser radar (LIDAR) which can measure atmospheric parameters impor-
tant to local weather prediction, including radar ducting. Airborne sensors can be used
to measure shallow water bathymetry. Some applications require the integration of a wide
variety of environmental data collected from diverse sensors. The oceanic sound speed
field, critical to the efficient and effective employment of actve and passive surveil-
lance systems, ASW sonars and other fleet assets, requires satellite remote sensors,
earth-based remote sensors, and in-situ ocean measurements.

Satellites and aircraft employ radar altimeters for measuring sea surface height,
waveheight, wave direction and wavelength. Microwave and infrared radiometers have been
well developed form measuring sea surface temperature. The microwave scatteroneter can
measure wind speed and direction. Synthetic aperture radars give high resolution views
of the earth and can be used for mapping ice and denied coastal regions. Microwave
sounder have been used to measure water vapor.
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Ocean tomography ia an example of an earth-based, wide-area oceanographic sensing
technique which remotely maps the oceanic sound speed field. Over-the-horizon radar can
measure sea state.

CONCLUSIONS AND RECOIMENDATIONS

The panel conducted a top level analysis of the significance of quantitative knowl-
edge of environmental parameters to naval weapons and naval warfare. While it is readily
apparent that all naval platforms and weapon systems are affected to some degree by the
environment, the panel reviewed a number of scenarios where the impact of the environment
was significant. There are combinations of weapon systems and environmental parameters
where knowledge of the environment can result in order-of-magnitude improvements in
system performance. However, quantifying exactly how much performance can be gained and
what degree of precision of environmental measurements are required must be determined on
a case-by-case basis and was beyond the scope of this panel. Adequately characterizing
the marine environmental in scope of this panel. Adequately characterizing the marine
environment in space and time requires the use of remote sensing techniques, both
ground-based and space-based. Using remotely sensed data supported by in-situ measure-
ments, ocean/atmosphere models will be able to accurately predict the state of the envi-
ronment and weapon system performance.

As the trend towards stealth continues to drive the signatures of platforms and
weapons deeper into the environment, knowledge of the environment and how it affects
weapon systems continues to grow in importance. The importance and utility of environ-
mental knowledge continues to increase until the signature is so deep in the environmen-
tal noise that is beyond detection, even in the most favorable environment. At this
point, performance can be improved only through the development of new technologies and
better system design. Knowledge of the environment is equally vital in system design.

The panel recommended that each new naval and marine system concept should be evalu-
ated to determine the effect of the environment on system performance and what environ-
mental measurements must be obtained to support the system. In addition, a top level
environmental master plan should be developed and communications/interactions between the
different organizations involved in various aspects of environmental science and its
impact on naval operations should be connected by a formalized network.
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PROPAGATION ASSESSMENT AND TACTICAL DECISION AIDS

Juergen H. Richter
Ocean and Atmospheric Sciences Division

Naval Ocean Systems Center
San Diego, CA 92152-5000 USA

SUMMARY

The evolution of real time electromagnetic/electro-optic propagation assessment
systems for the US Navy is reviewed and applications of such systems to the development
of Tactical Decision Aids (TDAs) are described.

INTRODUCTION

The first type of propagation assessment system described addresses propagation
effects in the troposphere in the frequency range from approximately 100 MHz to 20 GHz.
Figure 1 shows anomalous propagation effects when a surface-based duct is present. This
situation may occur when a warm, dry layer of air lies above cooler, moist marine air.
The electromagnetic wave fronts may be bent and propagate to ranges beyond the normal
radio horizon. At the same time, areas of reduced coverage may result in blind spots or
"radar holes". Height-finder radars, which use the the measured angle of arrival to
calculate altitude, can be subjected to gross errors under such conditions. To provide
an operational assessment capability for tropospheric propagation effects, a system
called IREPS (Integrated Refractive Effects Prediction System) has been developed (1] and
successfully used in the fleet for over 10 years. A number of TDAs were developed (such
as optimum flight altitude for attack, jamming, and surveillance aircraft or maximum
signal intercept range) [2,3] and have been used effectively under operational condi-
tions. Recently, a companion system to IREPS has been completed called EREPS (Engi-
neer's Refractive Effects Predi tion System) which is specifically designed for the
development community (4].

Figure 1. Propagation Anomalies caused Figure 2. Electro-optical Propagation
by Refractive Layers Effects in a Marine Environment

The companion to IREPS for electro-optical systems is called PREOS (Prediction of
Performance and Range for Electro-optical Systems) (5] and is presently concerned with
FLIR (Forward Looking Infrared) range predictions. Figure 2 illustrates several environ-
mental effects which have to be considered if a performance prediction for a FLIR is to
be made. Unlike radar range assessment where the target signature is generally independ-
ent of the environment, the FLIR signature (target-background contrast temperature) is a
function of many environmental parameters. Both IREPS and PREOS are now part of the
Navy's Tactical Environmental Support System (TESS) [6].

For high frequency (hf) radio propagation (2-32 MHz), a family of assessment systems
was developed which is known under the name of PROPHET (for Propagation Forecasting
Terminal) [7-9). The system considers solar effects on the ionosphere (both diurnal and
seasonal as well as effects caused by solar disturbances) and provides path-specific
systems performance data. PROPHET and a number of TDAs for communications optimization
and intercept applications have been successfully used in an operational environment for
over 12 years.



TROPOSPHERIC RADIO PROPAGATION ASSESSMENT AND TDAS.

Interest in marine refractive effects arose in the 19406 when radars and
communications equipment became available which operated at frequencies above approx-
imately 100 MHz. Intense scientific efforts produced good initial under-
standing of the physical processes involved, some limited mathematical modeling
capability, refractivity sensing techniques, and, very importantly, some excel-
lent simultaneous radio propagation and meteorological support measurements which are
still used today in model development and validation studies [10-12]. During the
1950s, the evaporation ducting phenomenon received considerable attention because of
its significance for submarine radars. This application never became operationally
significant since submarines prefer not to radiate and subsequently did not use their
radars extensively.

The next resurgence of interest in refractivity and exploitation of its effects
came in the late 1960s with the advent of low flying anti-ship missiles. The
early detection of such missiles beyond the normal radar horizon using radars optimized
in frequency and height above the surface became a subject of intense scientific
investigations and speculative radar designs. The Fleet became so concerned about
refractivity effects that periodic meetings on this subject were held. Finally, in
1973, a Navy wide conference on atmospheric refractivity was convened by the First
Fleet (now Third Fleet) in San Diego. The major action item was the formation of an
ad-hoc group which was to formulate an organized and speedy course to provide the
Fleet with a scientifically sound and operationally useful refractive effects assess-
ment capability. The ad-hoc group convened in November 1973 and proposed as the
major item the development of a shipboard, near real time propagation assessment
system. The name Integrated Refractive Effects Prediction System was coined and
development responsibility was assigned to the Naval Ocean Systems Center [1]. Other
developments proposed at this meeting were a miniature refractionsonde for easy use
on any ship and the operational implementation of an airborne microwave refractome-
ter.

After two years of development , IREPS was tested on the USS ENTERPRISE (CVN
65) during a Fleet exercise. It was subsequently patented under US patent No.
4,125,893. This system provided such radically new capabilities, that it found
immediate enthusiastic acceptance. Specifically, translation of refractive effects
assessment into TDAs attracted entirely new user communities. The first (and still
one of the most widely used) TDA is based on the IREPS radar coverage diagram shown in
figure 3. This diagram shows for the specific radar selected and the measured refractiv-
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ity conditions, detection ranges as a function of altitude and distance. In the case
depicted, a surface-based duct with a thickness of 1000 feet extends detection ranges on
the bottom side of the lowest lobe (the lobes in the radar detection range envelope are
caused by constructive and destructive interference of the direct and the sea-reflected
radar energy) and causes greatly extended surface detection ranges far beyond the normal
radar horizon. The different shadings in figure 3 are for different values of detection
probabilities. Figure 4 illustrates one tactical use of the radar coverage diagram. The
left side of the figure shows schematically the radar detection envelope of a radar which
an attack aircraft is approaching. In a non-ducting marine environment, the best flight
altitude for staying undetected, is close to the ocean surface. !n the presence of a
surface-based duct (as in the case of figure 3), this low altitude would result in early
detection and be the worst altitude to fly. The best altitude for avoiding detection is
just above the duct and is readily determined from the display in figure 3.

So enthusiastic was the Fleet acceptance of this new environmental assessment
capability that it was decided to proceed with the simultaneous development of both an
interim shipboard capability and an operational system according to established
R&D development practices. The interim IREPS, based on a desk top computer, was first
installed on the USS RANGER (CV 61) in 1978, and subsequently on all deployed aircraft
carriers as well as a few other selected ships.

Meanwhile, the development of the operational system named E/WEPS (Environ-
ment/Weapons Effects Prediction System) continued. It ceased as a separate
development when it was decided to combine E/WEPS, underwater acoustics assessment
and environmental (oceanographic and atmospheric) information in one system
called TESS (6]. The first version of TESS became operational in 1986 and gradually
replaced the interim IREPS. For almost 10 years, the interim IREPS fulfilled a dual
role of giving the Fleet an improved war fighting capability and the R&D community a
unique test bed. Under US exchange agreements, IREPS has been provided to other coun-
tries: United Kingdom, Federal Republic of Germany, Spain, Sweden, Saudi Arabia,
France, Australia, Singapore, Israel, Japan; other requests are pending. Japan even
funded the US Navy to develop a microwave refractometer interface and a special
version of IREPS for their use.

The exchange of information on refractivity assessment between the US Navy,
other US agencies and foreign countries has been essential for the successful
development of the present capability. For example, without the cooperation of the
National Weather Service, present data bases would not be available. The National
Oceanic and Atmospheric Administration conducts promising research in radar sensing
of refractivity [13]. The evaporation ducting models were developed and validated by
German researchers [14,15]. The US is actively involved with various NATO research
groups, and valuable information has been gained from exchange programs and joint
measurement trials. These interactions illustrate the fact that propagation assessment
for military applications is an interdisciplinary science requiring a broad back-
ground in atmospheric physics, mathematics, engineering and computer science, and
needs the close interaction with the military user community.

Present efforts in providing an improved Navy refractivity assessment capabili-
ty include development of additional TDAs, provision of refractivity data for command
and control systems, millimeter wave propagation studies, improvements in evaporation
ducting assessment, mesoscale meteorology modeling, development of refractivity
sensing techniques including satellite techniques, development of models and
techniques for simulating systems performance, and propagation modeling in horizon-
tally inhomogeneous environments. Among the TDAs under development or recently com-
pleted are airborne radar stationing aids, airborne surface search radar coverage
assessment, and a height-finder radar TDA. Since the environmental community charged
with the task of providing refractivity data is not the end user of this information,
another effort is underway to inject appropriate refractivity data into command
and control systems. To accomplish this task connections must be established
between TESS and the command and control system. Both presently-used systems such
as the Flag Data Display System, the Tomahawk Weapons Control System, the Joint
Operational Tactical System, and future Command Data Display Systems (CDDS) such
as the Advanced Combat Direction System are addressed.

Noteworthy are recent developments in propagation measurement and modeling, evapora-
tion ducting assessment and refractivity sensing. In millimeter wave propagation, the
theoretically postulated influence of the evaporation duct on 94 GHz was experimentally
demonstrated for the first time. Besides potential countermeasure applications, this
frequency band may be used for missile seekers. Significant progress in evaporation
ducting assessment is now possible as a result of ongoing efforts in both improvement
of evaporation ducting climatologies and in situ sensing of ir-sea temperature differ
ence*. A new algorithm has been developed which considerably reduces errors
in existing evaporation ducting climatologies and a novel air-sea temperature sensor
provides the necessary data with the required accuracy. A miniaturized radiosonde
has recently become available. Promising effort is underway to develop mesoscale
numerical models suitable for shipboard execution which give estimates of
refractivity distributions in the vicinity of the battle group. Special emphasis
is given to refractivity sensing techniques using presently available satellite
sensed data. Encouraging results have been obtained in relating visible and IR
imagery to atmospheric ducts. Profiling lidars can provide vertical refractivi-
ty profiles, albeit under clear sky conditions only. The scientific community has,
generally, a good appreciation of the importance of environmental knowledge to naval
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warfare and so does the Fleet. Where environmental considerations are often neglect-
ed is in the development and acquisition process, sometimes with costly
consequences or seriously reduced performance capabilities. One key reason for this
neglect is the non-availability of a simulation capability tailored toward the develop-
ment community. In recognition of this shortcoming, an Engineer's Refractive Effects
Prediction System (EREPS) is being developed which is specifically designed for simu-
latlng systems performance [4). An essential part of this system is the inclusion of
world-wide refractivity data bases to allow statistical performance simulation.

IREPS and TESS assume horizontal layering of refractivity for the region of
interest. While extensive studies and many years of operational refractivity
assessment experience have shown that this is a good first order approxima-
tion, it is obviously not correct in the vicinity of fronts, in coastal areas, and in
regions of rapidly changing sea surface temperatures. A three pronged effort is,
therefore, being conducted to include horizontal inhomogeneity into the Navy's
assessment capability. The propagation modeling effort is reasonably well in hand.
Ray tracing techniques have been developed for laterally varying refractivity
conditions [16]. Both rigorous waveguide techniques and the so-called parabolic
equation approximation allow accurate modeling of propagation in horizontally inhomoge-
neous guides (17-23]. The latter approach appears suitable for shipboard computers
and will be implemented in the near future.

The critical problem for refractivity assessment under horizontally varying
conditions is availability of timely and accurate three dimensional refractivity infor-
mation. Future efforts will, therefore, emphasize two topics: use of satellite
sensing techniques to describe the three dimensional refractivity field and improve-
ment of numerical mesoscale models that are adequate for this purpose (24,25]. Since
entirely rigorous solutions are unlikely to be available soon, empirical data have to be
used as well as expert systems and artificial intelligence techniques. In addi-
tion, improved direct and remote ground-based refractivity sensing techniques need
to be developed. Radiosondes and microwave refractometers will remain the
major sources for refractivity profiles. Profiling lidars may be supplements to
those techniques under clear sky conditions and their practicability for
shipboard use will be further investigated. There is, presently, little hope that
radionetric methods can provide profiles with sufficient vertical resolution to be
useful for propagation assessment. There is, however, some hope that radars them-
selves can provide refractivity profiles through a recently derived relationship
between refractivity gradients and the ratio of the variances of refractivity fluctua-
tions over vertical wind velocity fluctuations [13]. Further TDAs will be de-
veloped in close cooperation with the Fleet and maximum utilization of refrac-
tivity data by CDDSs pursued. The EREPS simulation capability is expected to become
a widely accepted tool by the engineering and acquisition community in new systems
development. Propagation models will be further refined and provided to the Ocean
and Atmospheric Master Library maintained by the Naval Oceanographic Office for
the Commander, Naval Oceanography Command.

ELECTRO-OPTICAL PROPAGATION ASSESSMENT AND TDAS.

In the U.S., a coordinated effort between the three military services was started in
1976 to provide an assessment capability for performance of electro-optical systems. The
Air Force was given the primary responsibility for development and update of atmospheric
transmission codes such as LOWTRAN (low resolution transmission). The Navy concentrated
on open ocean conditions with the responsibility to provide marine aerosol models [5].
The Army's primary task was the assessment of battlefield dust and smoke obscuration
effects.

Extensive measurement and modeling programs resulted in a first marine aerosol model
called Navy Aerosol Model (NAM) which was incorporated into LOWTRAN 6 (26]. While NAN
was a first important step in the development of marine atmospheric propagation effects
on visible and infrared systems, its lack of considering vertical atmospheric structure
limits its applicability. A joint effort between a number of research groups under the
leadership of Gathman at the Navy Research Laboratory attempts to alleviate this short-
coming through the development of a Navy Oceanic Vertical Aerosol Model (NOVAK) [27].
How important vertical structure is to assessing systems performance may be illustrated
by vertical extinction coefficient profiles calculated from a NOVAK generated aerosol
profile. Figure 5 shows such profiles for three different wavelengths (1.06, 3.5, 10.6
microns) calculated from data obtained during an experiment called MILDEX (Mixed Layer
Dynamics Experiment) [28]. The extinction values for the three wavelength& are compara-
ble directly at the surface but have considerably different values throughout the marine
boundary layer which is capped by a temperature inversion. At the inversion height,
extinction values change by orders of magnitude. This illustrates the importance of
considering vertical structure if an assessment of slant path extinction is needed as in
the came of an incoming aircraft or missile. Attempts to develop remote sensors (lidars)
for slant path extinction have failed so far to produce devices that would be useful
under operational conditions.

Tactical Decision Aids for 30 systems have been developed under a program called
PROS. Figure S shows a display for an airborne FLIR providing detection ranges for
different surface targets. In the upper portion of the figure, a table provides detec-
tion or identification ranges for various targets as a function of altitude. The same
information 1 displayed in graphical form below the table. Comparisons between observed
and calculated (derived from measured meteorological data) detection ranges have shown
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from a NOVAM Aerosol Profile. Figure 6. Airborne FLIR TDA

information is displayed in graphical form below the table. Comparisons between observed
and calculated (derived from measured meteorological data) detection ranges have shown
considerable scatter when the two ranges are plotted against each other. The reason for
the scatter is our present inability to describe with sufficient accuracy the large
number of contributing phenomena (illustrated in figure 2) that must be considered in
performance assessment. For example, the most critical parameter for FLIR range predic-
tions is the ship-background temperature contrast which varies with aspect, time of day,
duration of deployment and atmospheric parameters. The complex task of obtaining the
necessary information is described in further detail by Hughes [29]. Further improvement
of TOAs for ED systems will be the result of better aerosol models, improved sensing
techniques including the use of satellite sensors, and more accurate target signature
codes.

IONOSPHERIC RADIO PROPAGATION ASSESSMENT AND TDAS.

The development of a real time propagation assessment system for hf and associated
TDAs was prompted by a series of high altitude (118 000 km) satellites designed to meas-
ure solar radiation characteristics. In the early 1970s it was decided to develop a
computer terminal which would use both data measured by these satellites (like x-ray
flux, solar wind, magnetic data etc.) and provide data useful to communications and
electronic warfare. The system developed was called PROPHET and became operational in
1976 [7,8]. When the high altitude solar radiation satellites were no longer available,
other data sources for input parameters were substituted (e.g. x-ray flux measured by
GOES (Geostationary Operational Environmental Satellite)). PROPHET was primarily de-
veloped using simple, empirical models. It proliferated into many different versions. It
is estimated that some 500 terminals have been and still are in operation. Figure 7
shows a sample of a PROPHET display for signal strength in the frequency band from 2-40
MIz as a function of time. The propagation path is between Honolulu and San Diego and
the systems and solar parameters are listed on top of the figure. The dashed lines show
the MUF (maximum usable frequency), FOT (frequency of optimum transmission) and LUF
(lowest usable frequency). This kind of analysis and display has proven to be a very
helpful decision aid for communicators and has become an important part of frequency
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Figure 8. Secure Communications Analysis

anagement systems. Numerous other decision aids have been developed and successfully
used. An example of a secure communications analysis is shown in figure a. NUF and WUF
are displayed for a specific propagation path (Honolulu to San Diego). The operator can
choose from his library a number of hostile intercept stations. The solidly filled areas
indicate frequency-time regions for which a signal cannot be intercepted by any of the
previously specified intercept stations. The partially filled, lighter shaded areas
indicate the possibility of a hostile intercept but no directional fix. Finally, the
white areas: between the HU? and WF boundaries indicate frequency-time regions for which
the sgnals transmtted can be intercepted by a sufficient number of specified intercept
stations enabling a good position fix. Based on this decision aid, frequency selections
for secure communications can be determined. Further applications and implementations of
hf propagation assessment systems and associated tactical decision aids are discussed by

Rose[9]andGooman [30].
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Future effort for hf propagation assessment systems will concentrate on the valida-
tion and improvement of models. Much of the past work has used empirical models whose
major virtue was simplicity (31]. With increased computer capability, more complex
models can be executed fast enough for near-real time applications. Also, the increasing
use and availability of oblique and vertical incidence sounders makes this data source an
attractive additional input for assessment systems. Finally, hf systems like over-the-
horizon radars and new geolocation techniques (time difference of arrival) require a much
more detailed description of ionospheric fine structure and need special attention from
the modeling, sensing and assessment community.

CONCLUSIONS

Propagation assessment systems throughout the electromagnetic spectrum have been
successfully developed and extensively used by the operational forces. TDAs based on
these assessment systems have increased the effectiveness of our armed forces. Yet, more
needs to be done since developers of assessment systems sometimes had to employ overly-
simplified or empirical models to deliver a fully operational system. Examination and
improvement of previously implemented models is an important responsibility of the scien-
tific community. Availability of new environmental sensing techniques and more powerful
computers offers great opportunities for future propagation assessment systems and asso-
ciated TDAS.

REFERENCES

(1] Hitney, H. V. and J.H. Richter, "Integrated Refractive Effects Prediction System,"
Nay. Eng. J. 88 (2), pp 257-262, 1976

[2] Paulus, R.A, "Propagation-based Decision Aids in the U.S. Navy," AGARD Conf. Proc.,
CP 453, Paper No. 5, May 1989

(3] Barrios, A.E., "An Altitude-Error Display for Height-Finder Radar," NOSC TR 1152,
January 1987

(4] Hitney, H.V., "Engineer's Refractive Effects Prediction System," AGARD Conf. Proc.,
CP 453 ,Paper No. 6, May 1989

(5] Richter, J.H. and H.G. Hughes, "Electro-Optical Atmospheric Transmission Effort in
the Marine Environment," NOSC TR 696, May 1981

[6] Jensen, J.J., "The U.S. Navy Tactical Environmental Support System (TESS(3)),"
AGARD Conf. Proc., CP 453, Paper No. 4, May 1989

[7] Richter, J.H., I.J. Rothmuller and R.B. Rose, "PROPHET: Real Time Propagation Fore
casting Terminal," Proc. 7th Technical Exchange Conference, Published by ASL, WSMR
MN 88002, pp. 77-81, April 1977

(] Rose, R.B., "PROPHET - An Emerging HF Prediction Technology,- in Effect of the
Ionosphere on Radiowave Systems (J. Goodman ed.), pp. 534-542, April 1981

[9] Rose, R.B., "PROPHET and Future Signal Warfare Decision Aids," AGARD Conf. Proc.,
CP 453, Paper No. 8, May 1989

[10] Kerr, D.E. (ed.), "Propagation of Short Waves," MIT Radiation Laboratory Series No.
13, 1951

(11] "Symposium on Tropospheric Wave Propagation," Naval Electronics Laboratory, San
Diego, Report 173, July 1949

(12] "Report on the Factual Data from the Canterbury Project," Vols. I,II,III. Welling
ton, New Zealand, Dept. Sci. Industrial Res., 1951

[13] Gossard, E.E. and N. Sengupta, "Measuring Gradients of Meteorological Properties in
Elevated Layers with a Surface-Based Doppler Radar," Radio Science, 23(4),pp. 625-
639, 1988

(14] Jeske, H., "The State of Radar Range Prediction Over the Sea," AGARD Conf. Proc.,
70 (2), pp. 50.1-50.10, 1971

(15] Vieth, R., "Propagation Predictions for the North Sea Environment," AGARD Conf.
Proc., CP 453, Paper No. 23, May 1989

[16] Patterson, W.L., "A Raytrace Method for a Laterally Heterogeneous Environment,-
NOSC TR 1180, Jul 1987

(17] Ishihara, I. and L. B. Felsen, "Hybrid PE-Ray-Mode Formulation of High Frequency
Propagation in a Bilinear Tropospheric Surface Duct," AGARD Conf. Proc., CP 453,
Paper No. 17, May 1989

[18) Dockery, G. D. and R. R. Thews, "A Parabolic Equation Approach for Predicting
Tropospheric Propagation Effects in Operational Environments," AGARD Conf. Proc.,
CP 453, Paper No. 18, May 1989



2-8

[19] Ryan, F. J., "A Parabolic Equation Radio Propagation Assessment Model," AGARD Conf.
Proc., CP 453, Paper No. 19, May 1989

[20] Craig, K. H. and M. F. Levy, "A Forecasting System Using the Parabolic Equation:
Application to Surface-to-Air Propagation in the Presence of Elevated Layers,"
AGARD Conf. Proc., CP 453, Paper No. 20, May 1989

[21] Fournier, M., "Etude de la propagation dens une atmosph6re inhomogbne dans lea
directions horizontals et vertical. par la m6thode de l6quation parabolique,"
AGARD Conf. Proc., CP 453, Paper No. 21, May 1989

[22] Pappert, R. A., "Propagation Modeling for Some Horizontally Varying Ducts," AGARD
Conf. Proc., CP 453, Paper No. 22, May 1989

(23] Levy, 1. F., "Assessment of Anomalous Propagation Predictions Using Minisonde Re-
fractivity Data and the Parabolic Equation Method," AGARD Conf. Proc., CP 453,
Paper No. 25, May 1989

(24] Rosenthal, J. and R. Helvey, "Weather Satellite and Computer Modeling Approaches to
Assessing Propagation Over Marine Environments," AGARD Conf. Proc., CP 453, Paper
No. 47, May 1989

[25] Tag, P. M., "A One-Dimensional, Shipboard Model for Forecasting Refractive Effects
in the Planetary Boundary Layer," AGARD Conf. Proc., CP 453, Paper No. 46, May 1989

(26] Gathman, S. G., "Optical Properties of the Marine Aerosol as predicted by the Navy
Aerosol Model," Opt. Eng., 22, 57-62, 1983

[27] Deleeuw, G., K. L. Davidson and S. G. Gathman, "Physical Models for Aerosol in the
Marine Mixed-Layer," AGARD Conf. Proc., CP 453, Paper No. 40, May 1989

(28] Gathman, S. G., Private Communications

(29] Hughes, H. G., "Airborne FLIR Detection of Surface Targets," AGARD Conf. Proc., CP
453, Paper No. 16, May 1989

[30] Goodman, J. M., "Decision Aid Design Factors in connection with HF communications
and Emitter Location Disciplines," AGARD Conf. Proc., CP 453, Paper No. 9, May 1989

[31] Sailors, D. B., R. A. Sprague and W. H. Rix,"MINIMUF-85: An Improved HF MUF Predic-
tion Algorithm," NOSC TR 1121, July 1986

DISCUSSION

C. GOUTELARD, FR
English Translation

I found your presentation very interesting, it shows the range of problems that will
be addressed during this symposium. Problems related to propagation are of course
important, but those related to jamming are important too. You said a lot about the
first - can you mention the studies you are developing on the second, particularly
those dealing with forecasting?

AUTHOR'S REPLY

In the tropospheric assessment systems we have TDAs which are designed to enhance or
counteract jaminq. Sea clutter effects, specifically when enhanced under ducting
conditions, are considered in these models also. In the ionospheric assessment
systems, we consider the ambient noise environment and have TDAS for signal-to-am
ratio contour displays.
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1. INTRODUCTION

Modern computer based systems usually confront their users with an enormous complexity.
This statement applies in particular to real time or near real time applications as, for exam-
ple, vehicle and process control or command,control,communication, and intelligence (C3I).While
in former times there often was too little information for reasonable decision making, today in
general there is too much. Hence, important detail may be overlooked in an avalanche of irrele-
vant detail. There is also concern with respect to the reliability of computers in such systems
/1,2/. As a consequence,efforts are undertaken to support the human user of highly automated
systems by providing so-called decision support systems (DSS).If we follow the definition pro-
posed by Zachary /3/, a DSS is "any interactive system that is specifically designed to improve
the decision making of its user by extending the user's cognitive decision making abilities"

In order for a DSS to be useful, users must be able to integrate the computer aid into
their own cognitive processes. The success of,for example, an expert system depends, as Madni
/4/ mentions, not only on the quality and completeness of the knowledge elicited from experts,
but also on the compatibility of the recommendations and decisions with the end-user's concep-
tualization of the task. In building the knowledge base, there may also be conceptual conflicts
between the knowledge engineer (KE) and the subject matter expert (SME) . Obviously, there is
ample opportunity for mismatches between the developer's and user's conceptualization of the
domain, especially with respect to individual and interindividual differences among users. A
prerequisite for DSS design therefore is the identification of what is limiting a person's dec-
ision making performance. A purely technology driven development of new automation capabilities
can produce unintended and unforeseen negative consequences and should be avoided /5/.

This paper addresses human factors aspects of DSS design. Chapter 2 identifies various rel-
evant dimensions in decision making and problems solving, followed by a discussion of charac-
teristics and constraints in human information processing. On this basis, design goals and
guidelines are identified (Chapter 3). The implementation of DSS, which is addressed in chapter
4, concerns the layout of the human computer interface, the degree of automation, as well as
the selection of suitable decision aiding algorithms. It is shown that a novel systems archi-
tecture is needed to ensure cooperative task performance of the man computer team. Finally
chapter 5 addresses various problems of interacting with DSS and a compilation of available op-
erational experience. The paper ends with concluding remarks and a list of references.

2. DIMENSIONS OF DECISION MAKING AND PROBLEM SOLVING

This section addresses the structure and nature of those cognitive activities, which com-
monly are termed decision making and problem solving. It includes a classification of decision
making with respect to various dimensions and puts forward the problem space concept with re-
spect to problem solving.

Decision making may be defined as the choice of a particular action in a situation where
various actions are possible. A typical decision situation is described by the matrix in Fig.l.
The parameters in this matrix are: states of the world (e ), available options (a.), and con-
sequences (k l. Whenever a particular decision alternative is selected, given a state of the
world, the associated consequence will follow.

Each decision consequence k may be associated with an expected utility (EU) for that out-
come. Mathematically optimal, 

t
i.e., rational decision making then means selecting the option

that promises to maximize the resulting utility:

EU(a,) > EU (ak) at  o_ ak.  ll

In case of risky decisions, where only the probability of environmental conditions is
known, the calculation of the expected utility takes the following form:

EU (a,) = f w -p (e) (2)

Deciding according to this maximal utility strategy guarantees optimality of course only in
a statistical sense, and not for each individual decision.

From this short description, several steps of the decision making process can be identi-
fied. In the beginning information must be collected in order to structure the decision matrix.
Relevant features of the state of the world like situational objectives, underlying processes,
and task dynamics have to be selected. Subsequently, the reliability of risky or fuzzy data
must be evaluated, for example, in terms of conditional probabilities. Finally, utility assess-
ments for various decision options must be performed, and a choice has to be made among those
options.
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Fig.l. Decision matrix. Whenever a particular decision alternative (a,) is selected, given
a state of the world (e1), the consequence will be (ki,j).

Some of the difficulties in making decisions become obvious when regarding the decision
matrix. Firstly, the degree of completeness of the matrix determines, whether the decision task
is structured or unstructured. Obviously, it is difficult to come up with a rational choice if
not all environmental influences or options for action are known. Secondly, the conditions
associated with the state of the world can be considered. Depending on the degree to which the
state of the world is known, a distinction can be made between safe (p.4 = 1), risky (pj < 1),
and uncertain (ps. - ?) decisions. With respect to time it is critica to know, whetter the
decision is to bN made on-line or off-line. In off-line operations time usually is not a
particularly critical factor (e.g., management information systems). During on-line operations
the amount of available time may be further specified. If only seconds are available for
decision making like during vehicle control or target recognition tasks, spotaneous reactions
are requested, which preclude consulting with experts. For diagnosis and planning activities
usually larger intervals at least in the range of minutes are acceptable, so that concious
evaluation of competing options becomes feasible (process control, error management, and C

3
1 ).

Fig. 2 summarizes the essential dimensions of decision making with respect to limitations in
time, data, and degree of definition.

Environmenal
conditions

safe p(ei) = I
Time frame

risky P(ei) < I

uncertain p(ei) =? slow/off-line

lasst /on-line

structured/ Degree of
familiar unstructured/ definiion

novel

Fig.2. Essential dimensions of decision making

Problem solving is different from decision making in that it involves several steps.
Starting from an actual situation, a sequence of actions (or thoughts) has to be pursued in
order to reach the desired goal state j imagine, e.g., playing chess or performing a diagnosis
on a car engine). The single steps involved in problem solving may be visualized as a problem
space /6/. Fig. 3 shows a schematic representation.

The problem space is a graph that represents system states (nodes) and transition rules
(arrows) among them. This of course must include the start and goal state. Each transition step
within the problem space may take the form of an elementary decision as described above
(Fig.l). Since the consequences of subsequent decisions influence each other, problem solving
may be interpreted as a form of dynamic decision making. From the problem space representation
it becomes obvious that problem solving requires two distinct activities. They are: problem
structuring, i.e. outlining the problem space graph, and subsequently searching the problem
space for a success path tcwards the goal state.

Both of these activities are formidable tasks for human beings, due to narrow limitations
in memory and restricted abilities in mental imagination. The mental problem space
representation, for example, can not be more accurate than the short term memory permits and
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mental search can not reach further than the actually accessable planning horizon. The
following section addresses characteristics and constraints imposed on human information
processing In some more detail.

actual
state

knowledge, system,

0problem state
""-revesible

goal [ " .reversible]
state

Fig. 3. Schematic representation of a problem space

3. CHARACTERISTICS AND CONSTRAINTS OF HUMAN INFORMATION PROCESSING

Following the description of rational decision making and problem solving given above, an
ideal, normatively acting operator should be able to:

- establish a correct mental representation of a decision situation,
- calculate probabilities and likelyhoods associated with decision outcomes,
- quantify and scale outcome utilities consistently,
- decide rationally, i.e., select the consequence with highnst utility,
- establish a mental model of the problem space,
- mentally search a problem space,
- take into account new information ii an exhaustive and unbiased manner.

Obviously, such demands are not in agreement with human nature. Real operators have to
operate within a framework of cons-raints with respect to time, knowledge, data, memory, and
cognitive resources /7,8,9/. While naive dec~sIon makers at least try to act normatively, real
decision makers

- act impulsively,
- use a small set of rules of thumb (heuristics), e.g.,

means end analysis (pursuit of partial goals),
representativeness (similar situations are judged to have identical outcomes),
availability (similarity is determined only with respect to instances available in
memory),

- apply satifying criteria instead of utility maximizing criteria,
- neglect statistics and probabilities,
- have difficulty in combining competing attributes or objectives,
- use inconsistent preferences and risk assessment,
- don't consider all consequences of outcome options,
- are overly subject to situational context,
- apply bias and noise to heuristic judgement,
- have problems in analyzing or reasoning,
- have inappropriate confidence in their own decisions,
- use their internal (mental) representations whether right or wrong,
- are unable to predict processes correctly.

Experts, in general, use global not analytical assessment. They make a quick assessment of
a decision situation pattern, followed by an immediate categorization of the situation and an
associative decision. However, in spite of the interindividual variability in humans, a small
set of recurring characteristics in decision making and problem solving can be identified. The
most relevant of these are:

Goal-orientation: A decision maker unconsciously begins the decison making or problem
solving process with considering the desired output of his actions. This pursuit of a goal
guides information collection and hypothesis formation. It leads to expectancy, biases and
cognitive tunnel vision. In addition, meaning of information is different to each person
because of different training, experience, and backgrounds. What a person perceives depends,
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for example, on what a person already knows. As an example, try to identify the contents of
the fragmentary pictures depicted below, a task, which is related to many real world sensor
data interpretation problems.

4I
1b) (c)

(d)(e

0i)

(9) (h) j

Fig.4. The effect of a priori knowledge in visual perception (Fragmentary pictures from
/10/, p.205)

The reader will agree that the above pictures are hardly interpretable without context
information. If additional information, concern-ng the possible options is given, however, (in
this example the options are watch, airplane, typewriter, bus, elefant, saw, shoe, boy with
dog, old cabriolet, and violine), the same task becomes pretty simple.

Mental representations: Decisions are not made using the actually available data, instead
data are transformed until they fit into the available mental model. Unfortunately, mental
models are mostly inaccurate, especially they are less accurate than poeple think they are.
They are applied independently of the state of training or expertise an operator might have.
Consequently, projections in time and space based on such mental imagery )"mind's eye") are
often wrong.

Memory limitations: Reasoning can only be performed with the content of the working memory
(5-7 chunks). Chunking of information is a suitable means to make the best use of this limited
capacity. If additional information is required, it must be assimilated via sensors or
retrieved from long term memory. Here the single channel behaviour of operator implies
sequential work procedures. Also the speed of cognitive operations is limited (A mental
comparison takes, e.g., typically 0.1 seconds).

Mental arithmetic: The brain is not well suited to perform complicated numerical
operations. Hence, it is almost impossible to process conditioned probabilities and utilities
or to estimate risks reliably in any given situation. Dealing with uncertainty by probability
assessment does, for example, not follow the Bayes-theorem. Instead global estimates are used,
which usually have a heavy bias.

Levels of control of human action: Depending on the task difficulty, the given time frame,
and the degree of training operators show three distinctly different levels of action, namely
skill based behaviour, rule based behaviour, or knowledge based behaviour Ill/.In this
classification skill based behaviour describes those actions, which are performed in a
subconcious, quasiautomated, reactive manner. Examples are walking, playing an instrument, or
ten finger type writing, ie., acti.ities which require instantaneous reactions. A prerequisite
for skill based behaviour is long term training. Rule based behaviour can be observed in cases
where the solution to a problem is known, but the single steps toward that solution must be
performed consciously according to given rules. This requires no particular mental effort, but
takes longer than skill based behaviour. Knowledge based behaviour, finally, is applied in
situations, where no known solution to a problem exists. Consequently, creative or innovative
behaviour is needed, which may take an unpredictable amount of time, while a success can not be
guaranteed.
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Two essential points should made here. Firstly, it must be emphasized that a particular
task can be performed by a particular operator on varying levels of control, depending on his
actual state of training. Also a skill achieved in a task by extensive training may be lost
again if training ceases. A fallback from skilled to rule based or even knowledge based
behaviour can then be observed, associated with longer operating times. Secondly, it is obvious
that tasks, requiring very fast reactions, can only be mastered on the skill based level.

Human reliability: Humans are notorious for being unreliable. At a first glance the reasons
for human error appear to be unpredictable. This, however, is not true, as Norman /12/ found
out. He distiguishes between two types of action errors with respect to their reason, i.e.,
mistakes and action slips. Mistakes are made due to lack of knowledge, stress, fatigue,
cognitive fixation, or wrong mental representation. In contrast to mistakes, action slips are
errors made in carrying out an otherwise correct intention.

Slips occur if an inappropriate schema is activated or triggered, where schema means a
sequence of linked behaviours. Several types of slips may be distinguished. Mode errors may
occur if a situation is misclassified like when an autopilot is in a different mode of
operation than expected. Capture errors are probable if a similar, more frequent or better
learned sequence captures control, and there is a chance for description errors if the
triggering information for a schema is ambiguous or undetected. This results in a correct
operation being applied on the wrong item.

From this description it is obvious and essential to note, that slips occur mostly during
periods of well trained, skill based behaviour. Since the reasons for slips are well known,
slips are prime candidates for automated error prevention and compensation.

As stated in the introduction, the identification of what is limiting a person's decision
making performance is a prerequisite for DSS design. Consequently, a set of design rules for
DSS is listed below, which has been derived from the described human information processing
deficiencies:

Improve user interface:

- match dialog form to user training and cognitive state,
- provide user guidance to reduce available options,
- increase bandwidth of data exchange by novel interaction techniques.

Support of information management:

- reduce and facilitate routine data handling work,
- provide bookkeeping functions,
- use task and situation adaptive information filtering,
- reduce memory load by visualization,
- make use of human Gestalt and figure perception capabilities.

Support decision making:

- provide decision situation structuring aids,
- perform statistics, probability and utility calculations on computers.

Support problem solving and planning activities:

- provide problem space visualization,
- provide automated reasoning functions,
- enable man-machine goal sharing.

Reduce educational and training requirements:

- provide predictor information for test and exploration,
- provide embedded training,
- provide on-line help functions.

Build error tolerance and error insensitivity into the system:

- use immediate error feedback (predictors),
- use reversibel functions (UNDO),
- use error tolerant functions (DWIM),
- make system state always unambiguously clear,
- use dissimilar command sequences for different actions,
- assign difficult actions if action consequences are severe.

The following section will address the design and implementation of DSS's. Starting from a
basic DSS configuration, possible levels of automation for manual and machine functions are
discussed. Requirements for a knowledge based dialog between the human and the computer are
presented, and an architecture for cooperative man machine systems is developed. Finally,
various aspects of information management, decision support, and error management are dealt
with.
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4. DESIGN AND IMPLEMENTATION OF DECISION SUPPORT SYSTEMS

R-src DSS confiputatipn considerations,

Decision support systems usually are configured as described in Fig. 5: An operator has
direct access to the system to be controlled, and in addition may exchange information with a
decision support system via the user interface. As may also be seen in this figure, the DSS
itself has also access to the same information about the controlled vehicle or process as the
user.

Operator

User Interface

Decision
Support

Vehicle / Process /
Sensordata

Fig.5. Basic decision support system configuration

In designing this kind of system, the following questions have to be addressed from a human
factors standpoint:

- how should the interaction and authority between human and machine intelligence be
organized ?

- which aspects of the users cognitive activities can be supported and how ?
- how should the user interface be designed ?

While all these aspects are essential, the question of authority assignment appears to be
most critical and will be addressed first. As Seifert & Neujahr /13/ point out, the spectrum of
interaction between the human and the computer reaches from full manual operation to full
automation. They identify six automation levels for man-machine interface functions, which are
widely accepted in the aircraft idustry, and which vary with respect to the share of authority
assigned to the human (table 1):

The full manual and the full automatic modes of operation need little explanation. Some
essential human factors arguments must be mentioned however: Manual operation often leads to
operator stress, high workload, and fatigue. On the other hand, too much automation is likely
to lead to boredom, complacency, and erosion of competence. It may be dangerous in critical
situations, to move the operator too far out of the control loop by supplying too much
automation.

Some additional remarks have to be made with regard to the intermediate modes of automation,
which are candidates for decision support. In the manual augmented mode, manual control
functions are augmented by automatic control systems as, for example, nose wheel steering, and
stabilizers in aircrafts. Mental decisions in this mode may be supported by electronic
ckeckiists, spreadsheets, integrated displays, or reversible functions for error correction.
The authority remains in all these cases entirely with the operator.

Examples for the manual augmented-automatically limited mode are data entry formatting and
validation checks as well as autonomous input error correction (do what I mean, DWIM) . The
corresponding approach in the area of manual control is the limiting of control inputs in order
to ensure system safety (envelopes, safeguarding functioning points) . Examples are angle of
attack or g-level control in aircrafts, and traction control systems in cars. As depicted in
table 1, part of the authority is partly transfered to the zomputer in this mode. The actual
size of this share needs however not be fixed, but can be adapted to varying situations, system
states, and user characteristics.

In the automatic-manually limited mode manual override and takeover of automatic functions
is made possible. This is, e.g., the case with heading and course being controlled by
autopilots in an aircraft. These systems are generally configured in such a way that the degree
of human authority is at the decretion of the user and may reach from full automatic to full
manual as depicted in table 1.
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Table 1 Automation levels for man-machine interface functions:

mode of operation authority

manual

manual augmented

manual augmented-automaticaly limited

automatic-manually limited

automaLic-manual sanction

automatic

The automatic-manual sanction mode is characterised by automatic functions with manual
accept/reject capabilities. The assessment of options presented by an expert system, the
approval of automatic target identification or priorization, and the acknowledgement of a
trimming computers proposal in a submarine are typical examples. During image analysis feature
identification may be performed manually (taking advantage of human vision), while knowledge
based feature interpretation is delegated to the computer and reviewed afterwards /14/. The
degree of human authority depends on whether manual accept/reject is optional or mandatory, and
hence may cover again a wide spectrum. Sometimes manual sanction, while technically possible,
is not practical due to time restrictions, as is often the case in target identification or
priorization tasks.

In order to identify the relative merits of the degrees of automation outlined above, let
us, in an experiment of thought, assume that the decision support be provided by a human
advisor. In what way would we like his advice being presented to us ? This line of thinking
leads us to look in some more detail on the ways of information exchange among humans.
Nickerson /15/ has compiled a comprehensive list of conversational attributes (see Table 2).

Table 2 : Some characteristics of human conversation

Shared knowledge: Situational context
Common world knowledge
Special knowledge
History

Accepted conventions: Bidirectionality
Mixed initiative
Apparentness of who is in control
Rules for transfer of control
Sense for presence
Structure
Characteristic time scale
Intolerance for silence

Other attributes: Nonverbal communication components
Wide bandwidth
Informal language
Peer status of participants

From this table the crucial role of shared knowledge and accepted conventions becomes
obvious. Based on this, a priori information humans are able to recognize distorted information
by using shared knowledge and context. It also permits a sender to articulate ambiguously,
erroneously, incompletely, and still be understood. Another attribute worth mentioning is the
enormous bandwidth involved in interpersonal communication. The observation that peer status is
required in order to ensure a serious conversation is of particular relevance in the context of
DSS. Computer based advice will only be accepted, if it is perceived as being of exellent
quality.

Certainly, some characteristics of conversation among humans would also be desirable for
human computer interaction. The advice provided by a DSS should, for example, be made adaptive
in the sense that it is tailored to the actual situation, to the state of the system, and to
the operator behaviour and capabilities (This includes in particular sensory, motor, and mental
workload as well as skill level and motivation). An intelligent assistant of this kind would
allow an operator to use a system in a manner he wishes, but surrounded by a multidimensional
warning and alerting system, an electronic cocoon /16/ that informs and supports him if he is
approaching some limit (management by exception).
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In order to enable a computer to behave as a humanlike partner, it must be provided
additional information. Knowledge bases and procedural rules must be stored, in addition the
machine must know about strategic goals and intentions. This allows the computer to check
operator inputs and system outputs, and determine if they are logically consistent with the
overall goal. It also provides mutual monitoring of man and machine. A system that embodies an
expectancy of the kinds of errors that might occur may also be able to detect errors
automatically as deviations from normative procedures. Systems with such capabilities are said
to be goal sharing and intent driven /17,18,19/.

CooRertlve human-comuter system concept:

The familiar supervisory control paradigm described by Sheridan and Hennessy (1984) already
contains special computer functions for operator support. The essential point is that a
distinction is made between human and task interactive computers. However, in order to achieve
the functionality stated above, the functionality of the human interactive computer must be
improved. A possible structure for cooperative human computer systems is presented in Fig. 6.
It is based on proposals made by Rouse and colleagues /21/ and Kraiss /22/. As may be seen from
this figure, a set of three data bases has been introduced into the system as a complement to
the human interactive computer. Stored in theses data bases is knowledge about the state of the
world, about the system state, and about the human operator's state and goals.

rato

Intrfce ssstance ma
O, ,rn f ,e amsI &m sca

Fig.6. Cooperative human-computer system architecture

Firstly, in order to identify operator state and goals, a collection of active goals,

plans, and scripts is needed. Secondly knowledge about system functioning must be encoded in
specific scripts and procedures. Finally, environmental conditions and operational phases
describe the state of the world. By making use of this knowledge the human interactive computer
may produce intelligent and adaptive behaviour at the user interface, where adaptivity may be
desirable with respect to environmental conditions, operational phases, system states, or user
performance characteristics. Main function blocks of the human interactive computer are
interface management and assistance functions. Both receive inputs from an operator model.

Interface management, i.e., the way data are exchanged at the user interface, can be shaped
according to the following dimensions:

Table 3. Dimensions of interface management

information management storage,

organization,
retrieval,
filtering.

information dsplay coding,

integration,
selection of modality.

dialog design task scheduling,
user guidance,
dialog form.
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With the ever increasing amount of information available in automated systems, the role of
information management, i.e., storage, organization, retrieval, and filtering becomes more and
more critical. It is not longer acceptable to confront a user with an enormous amount of raw
data. Instead, he must be supported by preprocessing and filtering functions. The approach to
information filtering and alarm prioritization, taken by the Airbus-ECAM-system (Electronically
centralized aircraft monitoring system), is a good example of what can be achieved in this
respect (for details see /23/).

Modern computers also offer various new possibilities for information display, which were
not available before. Among these are color and dynamics, which allow very efficient means for,
e.g., the interactive evaluation of large sets of data. The amount of additional insight that
is gained by colour and dynamic in interactive 3D data manipulation is impressive /24/.

Dialog design is a particularly essential aspect of interface management. Task scheduling,
user guidance, and the selection of a suitable dialog form are efficient means to match the way
of data exchange to the needs of the user. One especially efficient form of a dialog is direct
manipulation, which allows the user to point directly to graphical objects on a screen. Fig.7
illustrates the application of this concept to the identification of ship silhouettes. As may
be seen in the upper part of the figure, an observer can visually identify features and assign
a frame and a name to them. In a different mode (lower part of Fig.7) the computer may initiate
a dialog by graphical prompting. Both modes together make a very elegant way of interaction
with pictorial data and knowledge bases /14/.

"/aphi.c1ly m.ked

flgtd..k

Fig.7. Direct manipulation interaction with pictorial data bases

Assistance functions may take the form of decision support, and/or error management. The
spectrum of generally used algorithms in DSS is compiled in table 4. It is not the purpose of
this paper to explain all these algorithms, therefore the reader is referred to the literature
for details (e.g., /3,21/).

A different class of assistance functions in the human interactive computer is devoted to
error management . The goal is to build error tolerant or error insensitive systems by the
automated identification, compensation, and prevention of errors. The identification of errors
is again based on the knowledge bases mentioned above. Using this information, errors of
omission or commission are identified and compensated by making reference to stored legal
procedures.
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Table 4. Candidate algorithms for decision support

Algorithm Supported decision making aspect

Process modeling Predictions for future or different conditions.

Value modeling Combination of attributes.

Machine learning Compensation of systematic inconsistencies or biases for
judgement refining and amplification.

Adaptive aiding facilities.

Automated reasoning Numerical techriques
Calculation of conditioned probabilities and utilities.
Searching for success paths in problem spaces.

Symbolic techniques
Generation and validation of hypotheses by rule based
forward and backward inferencing.

As a simple example, consider typing errors, which often occur because not the intended key
but a neighbor is activated (description error, see p. 5). Identification and correction of a
typing error can, in a first step, be achieved by making reference to a thesaurus. Remaining
ambiguities can be further resolved by analysing the local neighbors of an error letter on the
keyboard (which are stored in the computer), and use the result for the automatic compensation
of misspellings. The computer based resolution of description slips applies also to similar
semantic descriptions or similarity in functionality.

If the interface management and assistance functions mentioned above are to be adaptive,
input is needed with respect to the system operating phase, the state of the world, and, last
not least, the operator. In particular, the identification of operator characterists is a very
difficult task to be performed by an operator model. This refers to an operator's

- goals and intentions,
- utilization of sensory, motor, and mental resources,
- objective and subjectively perceived workload.

As Rouse and colleagues /20/ mention, the determination of an operator's goals and
intentions can be achieved explicitly by asking the operator for input. Implicit determination
of goals and intentions is much more difficult. One obvious source of information about the
operator are - exept from physiological measures - the overt observable actions performed at
the interface. The identification of intentions then requires inference processes in the
context of a particular task and system situation. Reference to legal procedures which are
stored in the computet also helps to discriminate expected (explained) from unexplained actions
(errors or innovations.

Continuous observation is a particular interesting approach to identify individual user
behaviour and preferences /25/. The basic idea is to copy user behaviour by applying machine
learning algorithms (Fig. 8). As each user has a different mental model and experience, the
computer can accumulate expertise from several users, making the interface smarter during
operation.
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Fig. 9. Identification of operator characteristics by observation

Resource utilization (audit ory/vi sual, verbal/spatial, cognitive, or motoric) may be de-
rived from current and projected on-line workload analysis. Actual recource utilization may be
used as a main determinant for interface management. Operator models then act as an on-line
expert system for the design of displays and programmable controls. In addition, a prediction
of performance in current and potential future tasks can be based on model outputs.



3-Il

5. OPERATIONAL ASPECTS OF DECISION SUPPORT SYSTEMS

This section addresses various problems of interacting with DSS. Starting with an outline
of user characteristics a classification scheme of DSS is presented, which takes cognitive,
technological, and task related aspects into account. Subsequently, the efficieny and
acceptance of decision support is discussed.

As mentioned several times in this paper, it is very essential that a DSS is matched to the
cognitive processes and the mental task conceptualization of it's user. This is not a trivial
task because the spectrum of operator behaviour is rather broad. Operators may, e.g., be naive
or expert, either in computer handling or in the subject matter, or in both. In addition, their
use of the DSS may be casual or frequent (Fig. 9). Thus, one operator may show skilled
behaviour and another rule based behaviour in identical tasks.

subject
matter
expert frequent

user

subject casual ,
matter user
novice , nm

comoputte
novice

Computer
expert

Fig. 9. Some relevant user dimensions

The actual level of action applied to a particular task depends on the task difficulty and
on the available level of training and expertise (see chapter 3). Consequently, the information
and support needs can not be identical for the whole spectrum of possible users. While, e.g., a
casual novice will need tutoring in the subject matter as well as in computer handling, the
frequent expert user needs only high level advice in the subject matter. Also a skilled
operator will, after an extended break, resort for a while to rule based or knowledge based
behaviour until a reasonable level of training is reached again. Table 5 shows in which ways
cognitive, technological, and task related aspects of decision support systems interact.

Table 5. Cognitive, technological and task related aspects of decision support systems

Available Level of Operator Decision Properties Implemen.
time action task support tation

t/s Knowledge Communicat. Information-mgnt 0..
100 based Navigation Book keeping selfexplaining . _

Diagnosis Situation structuring transparent "
Supervision Visualization B adaptive E
Identification Risk evaluation o cooperative

10 Rule Classificatior Option evaluatiogU
based Recognition Teaching a

Guidance Consulting .L

E intuitive

Dpyf reactive
Display of Made of infmutin
status, premaoi

SStabilisation sau, ~
1 Skill Rea ation command or bead-up

0. based predictor peripheral "1Detection information acoustical
1 tactile 1

There is also a characteristic time scale associated with different levels of action. Some
tasks, like playing chess, are so demanding that, even after extensive training, they remain
to be knowledge based. On the other hand there are tasks which, due to limitations in execution
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time, must be performed at the skill level. Among these are reaction, stabilization, and
detection tasks. Table 5 lists a number of tasks ranging from guidance to communication, which
can not unambiguously be assigned to an action level. Diagnosis, e.g., can subsequently imply
all action levels depending on individual strategies as well as on task characteristics.

The style of interacting with DSS is mainly determined by time considerations, and will
range between the extremes commanding and advice giving. Due to the limited amount of
available time during skill based action, there is no chance to begin a dialog with a DSS. The
only thing that can be done is the presentation of status, command, and predictor information
in a way that is intuitively correct and supportive to reactions. Alternatively, automatic
limitation of control actions or automatic takeover can be considered as a means for computer
aiding.

During the support of rule and knowledge based actions the time available usually allows a
dialog between the user and the DSS. The support can take several forms corresponding to the
levels of automation outlined in table 1. In the manual augmented mode the user can get
mainly information management support, i.e., help in handling large amounts of information, and
in structuring a decision situation. This includes task and situation dependent filtering, and
display of information using advanced computer graphics features like color and animation.
Other apsects of this approach is the visualization of decision and planning situations. The
manual augmented-automatically limited mode involves no dialog with the user. Input limiting
or takeover occur automatically without additional notification. The same applies to error
identification, compensation, and prevention. Decision support in the automatic-manually
limited mode means the delegation of tasks to automation with subsequent supervision. This is
achieved simply by the selection of the desired operation modes. A real dialog between user and
machine does not take place.

Decision support in the sense of advice giving, consulting, or teaching takes place in the
automatic-manual sanction mode. The assessment of options presented by a DSS usually requires
some additional inquiry about the validity, background, and context assumptions implied in the
computer solution. Hence, it is not enough for a DSS to come up with a simple suggestion. In-
stead, it should be transparent, selfexplaining, cooperative, and adaptive to task, situations,
and operational needs. Self explanation features in rule based expert systems usually take the
form of long lists of rules which allow to trace back a hypothesis to causal facts or in
opposite direction. However, very often this work is considered to be too tedious. Consequent-
ly, complacency and overconfidence can often be observed with operators, resulting in decision
support being accepted without further check.

Therefore, it is an essential design goal for DSS to give the user as complete a picture of
what is going on in the computer as possible. One obvious way to go is the substitution of
textual information by graphical displays, which can be read and understood much faster. At
this instance of time very few graphical DSS examples exist. One of the few is depicted in
Figure 10, showing a decision parameter display for a risky decision among three alternatives.
As may be seen, the computer proposes to select alternative 2, based on expected utility
calculations (see equation 1).

probability

(eet

pointer

a2

Fig. 10. Decision parameter display for a risky decision among three alternatives /26/.

However, instead of proposing "select a 2", all possible options are presented, embedded in
the whole situational context. The user follows continuously the movement of the probability

pointer as the environmental conditions p ei) change, and is able to predict the instance of

time, when the expected utility wll become greater for a different decson. He can actually

see, on which information the computer suggestion is based, and what the options and likely
outcomes are.

Currently there is still little information concerning the efficiency of DSS 
available. The

accessable data show, however, a general tendency of increased performance 27,2e/:

e w 2-40 % reduced response Tmee in flight management tasks,

pn 15 % faster sensor placement in intelligence task,

timem whe th e pe te ti itmwll b me gre te fo a i f r n•ei i n e c n a t a l
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- improved tracking (-10%) and target identification (-25%) In aerial reconnaissance,
- 20 % improved consistency in pattern classification.

As far as the acceptance of DSS is concerned, reliability appears to be a very critical
factor, especially if accuracy changes without warning. Eimer /29/ analysed a computer aided
tracking display and observed, in agreement with the results stated above, that subjects (Ss)
performed better with a high validity DSS than without it. His additional findings however are
worth mentioning: Subjects performed worse with a low validity D55 than without it, and after
DSS breakdown, Ss performed worse than those who never had used one. Rouse (1988 attributes
this observation to the fact that "Subjects perceive their own performance as being sig-
nificantly better than it actually is and expect the aid to perform much better than
themselves".

Another difficulty in interacting with OSS results from the observation that decision
support system functions often are not well understood by operators. Nevertheless, or may be
because of this, there is a false belief in the objectivity of computer results. As an example
consider the establishment of knowledge bases used in expert systems. During the acquisition of
semantic knowledge a knowledge engineer (KE) extracts expertise from a subject domain expert
(SHE) using verbal protocols. This process is subject to biases as result of humans using
cognitive heuristics as well as to inadvertant exaggerations and errors /4/. "It is in the
nature of any "fact" that it is an assertion by an individual in a context, based on background
of pre-understanding" as Winograd and Flores point out /30/. Hence "facts" in the computer are
generated on the belief that they correspond to facts and are very likely to carry subjective
biases.

As a consequence, a program written and used with (implicit) background assumptions may not
be correct in a particular unforeseen situation. A rule that seems to work well in a number of
different scenarios may, nevertheless, fail in a particular combination of circumstances. The
reason for a wrong DSS diagnosis therefore mostly is not a programming error, but rather wrong
background assumptions. It therefore appears to be mandatory that a user is sufficiently in-
formed about the functioning of the applied decision support algorithms including the
underlying assumptions. Otherwise he will not be able to critically check DSS suggestions and
take over manually in case of DSS failure.

6. CONCLUSIONS

This paper addressed human fa2tors aspects of DSS design. The spectrum of technical means
for OSS implication was revie-ed, in addition some example solutions were discussed. It was
shown that a purely tec .- y driven development of new automation capabilities can produce
unintended and unforeseen nrgative consequences. In order for a DSS to be useful as a cognitive
prosthetic, users m'Jst Lu able to integrate the computer aid into their own cognitive
processes. A prereq,-s' - for DSS design therefore is the identification of what is limiting a
person's decision making performance.

Currently, there is still little information concerning the efficiency of DSS available.
The accessib'e data show, however, a general tendency of increased performance. As far as the
acceptance of DSS is concerned, reliability appears to be a very critical factor, especially if
accuracy changes without warning.

A general difficulty in interacting with DSS results from the observation that decision
support system functions often are not well understood by operators. There is a false belief in
the objectivity of computer results. In many cases there is also an obscured responsibility
distribution between man and machine, especially when cooperating with complex multiple machine
experts like, e.g., the pilots associate.

Since the reason for a wrong DSS diagnosis mostly is not a programming error but rather
wrong background assumptions, the interface layout is a very essential part in DSS design. It
must provide the user with sufficient information about the functioning of the applied decision
support algorithms including the underlying assumptions. Of course, this information must be
made easily accessable and readable by using suitable display formats. Only such transparency
and self explaining features will enable a critical evaluation of DSS suggestions, and a manual
takeover in case of DSS failure.
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THE TACTICAL ENVIRONMENTAL SUPPORT SYSTEM (TESS(3))

Captain Jack J. Jensen, U. S. Navy
Program Manager, Environmental Systems Program Office

Space and Naval Warfare Systems Command
Washington, D. C. 20363-5100

SUMMARY

The U. S. Navy has taken an aggressive step toward improving the analysis and predic-
tion of the performance of tactical sensors and systems at sea. The TESS(3) is one of
three key components now under development which will form the basis for state of the art
on-scene tactical support. Along with a high resolution satellite receiver/recorder and
the automated Shipboard Meteorological and Oceanographic Observing System (SMOOS), TESS(3)
is expected to significantly improve the ability of the tactical commander to exploit
potential advantages which accrue from a quantitative knowledge of the surrounding environ-
ment.

INTRODUCTION

This is a dynamic period in the history of warfare. Technological knowledge is
expanding at an ever increasing pace, and new products are appearing daily, yet the U. S.
Navy's ability to develop and acquire systems which employ the latest technology, the
acquisition process, has not always been able to respond as quickly as the fleet would
like. New technology which does find its way to sea changes the nature of interactions
in surveillance and battle. That employed by the enemy changes the threat and increases
the difficulty in achieving success in war.

Fleet requirements for environmental knowledge have evolved considerably from the
pure "weather" analyses and forecasts of forty years ago. Whereas the aircraft and
vessels of that time were sensitive to the effects of the weather, subsequent generations
of machines were more powerful, more capable, and thus demanded less concern for weather
on the part of the operators. In the late sixties and seventies, there were increasing
efforts to model the environment and apply it to the task at hand and to quantify the
effects on system performance. It is this modeling which forms the basis for today's
system performance assessments, such as the Integrated Refractive Effects Prediction
System (IREPS) , which are routinely provided to fleet commanders.

In generating the environmental support, the U. S. Navy has evolved from the manual
analyses and printed nomographs which were prevalent as recently as twenty years ago, to
an increasing reliance on numerical support. The mainframe processors which analyzed
global conditions were installed in our primary processing center in Monterey in the early
sixties. At that time, decentralization was not practical because the costs of maintaining
multiple computer centers could not be justified. Thus, primary effort was focused on
making the global center in Monterey as capable as it could be. This strategy permitted
all resourcesto be put to optimal use and ever larger computers were acquired to run
increasingly sophisticated environmental computer programs. As the quality of the prod-
uct became more obvious, more interest was generated by the fleet toward receiving more
products, so the system, and demands on it, grew.

Eventually, any system supporting naval units worldwide which relies on a single
shore facility will suffer from the difficulties of communicating the information to
tactical units in a timely manner. Fleet commanders always want to know the latest
information, and they want to determinethe limits of validity for system performance pre-
dictions. In order to relieve the heavy demand on communication links, it is clearly
preferable to provide the tactical commanders with their own capability to assess the
environmental impacts.

Fortunately, in the early 1980's, the state of technology had progressed to the point
where significant computing power could be placed on a desk top. In this case, the unit
we used was the Hewlett Packard 9845 and the initial purpose was to calculate radar
propagation. Other units were in use in the acoustic world, but generally the state of
the art at that time could be characterized as computer limited and manpower intensive.

THE EVOLUTION OF TESS

As the 1980's progressed and the 9845's aged, they were replaced by the first desktop
system specifically procured to bring real time support to the tactical decision maker
in evaluating the environment. Based on a HP-9020, and developed by the Commander, Naval
Oceanography Command in Bay St. Louis, MS, the Tactical Environmental Support System
(TESS 1) was a significant improvement. The power of the 9020 provided a significant
increase in capability aboard ship, but environmental analyses and applications remained
a manpower intensive process. TESS 2, a natural extension of the TESS 1, is also hosted
on the HP 9020. It has interfaces to receive broadcast radio teletype data, and can
display products on the shipboard closed circuit television (CCTV). Also, an interface
to a low resolution environmental satellite receiver recorder is under development.
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In 1985 the Oceanographer of the Navy consolidated many of the diverse projects which
he sponsored in one office within the Space and Naval Warfare Systems Command in
Washington, DC. This new Environmental Systems Program Office was charged with the
responsibility to plan, develop, and acquire the fully capable TESS(3) system, along
with a new, high resolution environmental satellite receiver/recorder, and Shipboard
Meteorological and Oceanographic Observing System ISMOOS), and a number of other
systems and associated software.

The Navy awarded a contract to develop the TESS(3, the mainstay of a new archi-
tecture for oceanographic support, in July 1988 to the Lockheed Missiles and Space
Company, Inc., Austin Division, which had teamed with the Lockheed Research and
Engineering Center, Huntsville, Alabama, and the MacDonald Dettwiler and Associates,
Ltd. of Vancouver, British Columbia, Canada.

TESS(3)

Functionally, the TESS(3) ingests data from four sources: (1) local environmental
sensors, e.g., automatically from shipboard sensors or from observations keyed in
manually; (2) high resolution environmental satellite data captured directly aboard
ship; (3) gridfield and other data from shore-based regional oceanography centers;
and (4) facsimile and standard worldwide radio teletype data broadcasts. In addition,
the TESS(3) has extensive atmospheric and oceanographic climatological data bases to
which it can refer, or revert if need be, at any time. All of the raw and processed
data received is then "synthesized" into an optimal "nowcast" to define the three
dimensional atmospheric and oceanographic environments in the region of interest. In
the case of the carrier battlegroup, for example, the meteorological analyses extend
1500 km from the carrier. TESS(3) thus provides up to date environmental information
in all areas of tactical interest, including that of the outer air battle.

After the environmental conditions are determined, TESS(3) prepares the usual
types of environmental analyses. Although not part of the initial system, TESS(3)
will eventually run limited prediction models. Perhaps the most value occurs as
TESS(3) applies the real time conditions to parameters of tactical interest
and assesses the impact which the environment will have on tactical operations. For
example, the atmospheric environment will be analyzed to determine tne affect it will
have on the propagation range and coverage of particular electromagnetic frequencies.
The results can be used by the tactical commander to improve his decision making with
respect to how he employs his fleet assets, and what frequencies he uses. TESS(3j,
however, will not be able to tell him rules of engagement, change the assets available
to him, or change or assess the probabilities of events like false alarms, counter
ptections, etc. Those are clearly the responsibility of the tactical decision maker
himself.

In addition to supporting the human decision maker, TESS(3) will also support
shipboard systems automatically, either in response to real time requests or in
accordance with a predetermined schedule.

TESS(3) CHARACTERISTICS

The winning architecture is based on a MASSCOMP (now Concurrent) micro super-
computer which is optimized for real-time data acquisition and processing. A
powerful combination of tightly coupled multiple central processing units, it is
ideal for both technical computing and the manipulation of images. The design is
also rugged and is intended to satisfy the military requirements for ruggedness
(temperature, shock, vibration, power, TEMPEST, EMP/EMI, etc.). The majority of
the hardware fits within a single cabinet, although the remaining cabinets from
earlier TESS versions will serve as chasses for the imaging terminals. The soft-
ware is predominantly commercial, with modules linked together in an integrated
manner to provide satellite processing; a universal data base; graphics and
imaging; and communications. Operators will have high resolution monitors
(1024x1024 bit with the number tailored to the specific requirement); 1.2GB of
on-line storage; 16 MB of system memory; and a picture quality, high resolution
black and white printer.

TESS(3) has an open architecture founded on industry standards which will
permit easy resupply of components and improvements to future capability, as
required, with minimum effort. The central processing units are Motorola 68030s,
and the architecture includes both Multibus and VME bus. Realtime UNIX AT&T
System V is the operating system. Interfaces are generic, insofar as possible
with particular emphasis on the IEEE 802.5 fiber optic capability.

TESS(3) is planned to be operational in mid-1991 and to be installed on 44
ships and 28 shore sites.

While the contractor is developing the baseline system, we within the Navy
are continuing to rehost additional software recently developed for TESS 2 and to
develop and test new tactical applications which will be integrated into the
TESS(3) system shortly after it becomes operational.
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CONCLUSION

For a time, TESS(3) is expected to be the most powerful computer in the fleet when
it becomes operational; yet it will also be one of the least costly and most enduring.
It is, however, the extension of the TESS(3) concept into the future Navy/DoD applica-
tions that will prove most exciting. Today we are limited to processing essentilly
one dimensional acoustic and radar propagation models, i.e., we assume that the environ-
ments are homogeneous in time and space. With the TESS(31 data base and computational
power, we can quickly move into range dependent modeling, in real time, and at sea.
Eventually, three dimensional models will become reality. With TESS(3), we can more
fully exploit a wide range of environmental satellites already on orbit.

TESS(3) is a key element in an exciting new environmental support architecture which
will provide significant improvement to the state of the art of assessing and forecasting
atmospheric and oceanic environmental conditions at sea. Of equal importance, the
tactical decision maker will be able to quantify the effect of the environment on the
performance of his platforms, sensors, and weapons systems, and to assess the probable
limits of application. TESS(3) will thus foster development of better assessments and
solutions to tactical problems, and will do so in far less time than such tasks take
today.
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The U. S. Navy has been using a shipboard radar propagation assessment system for the
past decade. This system was conceived as the Integrated Refractive Effects Prediction
System (IREPS) in 1973; tested at sea in 1976; and installed on most capital ships
beginning in 1978. IREPS provided two types of products: (1) displays of refractivity
data and (2) sensor performance displays. The workhorse display was the radar coverage
diagram used by the air wing to determine penetration or jamming altitudes against
hostile radars. This initial capability to exploit propagation effects was received so
enthusiastically and proved so successful that the development of Tactical Decision Aids
(TDAs) became part of an ongoing program to enhance this capability in the fleet. These
TDAs structure the propagation information for the decision maker and perform functions
that would otherwise overwhelm him. The decision maker is not directed to a specific
course of action but rather is provided a framework within which he can make tradeoff
decisions with respect to propagation in conjunction with other essential factors of his
mission. This approach to the development of an aircraft stationing aid is discussed
along with an overview of several TDAs applicable to various warfare areas. Efforts to
incorporate these tactical decisions aids into Navy sea-based command and control sys-
tems are explored.

1. INTRODUICTION

In 1973, the need for an on-board propagation assessment system for the U.S. Navy was
expressed. The concept was for a system that would utilize on-scene meteorological data
to assess the effects of actual propagation conditions on system performance and aid in
decisions to exploit or mitigate these effects. In 1976, a prototype called the
Integrated Refractive Effects Prediction System (IREPS) [1] was demonstrated at sea
aboard the USS ENTERPRISE. The IREPS assessments were very well received and an interim
assessment system based on a commercial desk-top computer was installed on U.S. Navy
aircraft carriers commencing in 1978. This interim system provided both an initial
capability for the fleet and an avenue for feedback from the fleet to refine existing
products and influence development of new products.

The initial products in IREPS included displays of refractivity data (Fig. 1) and sensor
performance (Fig. 2). Figure 1 shows plots of refractive data, evaporation duct charac-
teristics, and a general summary of propagation conditions for three geometries. Figure
2 is a coverage display showing areas of detection at differing detection criteria
(target radar cross section, probability of detection, etc.) for a naval radar. The
coverage display was the most utilized product in the fleet, in part because of its
similarity to the fade chart with which many naval officers were familiar. However,
IREPS allowed the user to see the variation of radar coverage with environmental condi-
tions (Fig. 3) and make tactical decisions accordingly. The users could also make
changes in detection criteria quite easily. The success of the coverage display
prompted requirements for specialized products for other tactical applications, includ-
ing airborne early warning, electronic warfare, and height-finder radars. Tabular
displays of system vulnerability and surface-search radar detection were also developed
(2]. A tactical jamming decision aid was the subject of a master's thesis by a naval
officer student at the Naval Postgraduate School (Fig. 4). The Electronic
Countermeasures Effectiveness Display shows plots of signal strength relative to free
space versus height at five ranges. These plots assist in the selection of optimum
jamming altitudes under varying environmental conditions. Under normal conditions,
jamming aircraft would fly high (in the optical region) and aircraft trying to avoid
detection would fly low (below the normal radar horizon). In the case of figure 4,
jamming at a low altitude is an option while aircraft trying to avoid detection would
want to fly somewhat higher than normal (above the effects of the surface-based duct).

These IREPS products were eventually included in the Navy's Tactical Environmental
Support System (TESS) as the IREPS desk-top computers became obsolescent.

2. nITTArIVE IN TACTICAL DECISION AIDS (ThAs)

Because of the strong interest in tactical applications of propagation information, an
exploratory development effort was initiated in 1983 that had the development of tacti-
cal decisions aids as one of its aims. Specifically, the task is to develop*algorithms
and displays of relevant propagation information and effects needed for tactical deci-
sions related to surveillance and communication systems and aircraft and ship platforms.
Barnes [3] reviewed several successful military decision aids for common attributes.
Following his study results, the design approach taken for propagation TDAs was to
structure the decision process, perform functions that could overload the user, and
include the user in the development process.

One of the first propagation decision aids developed under the tactical decision aids
initiative was in response to an Atlantic Fleet meteorological requirement for CAP
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(Combat Air Patrol) Station Options based on refractive effects. An airborne coverage
display like figure 5 was already available, but the display was for a specified al-
titude. This forced the user to generate displays at different altitudes to estimate
the propagation effects as a function of radar altitude. An alternative to the height
versus range display is a height versus height display for a specified range. Such a
display is shown in figure 6, based on ray optics calculations. This display shows the
refractive distortion at a range of 400 km. The shaded area in the plot corresponds to
radar/transmitter and target/receiver altitude combinations for which detection, com-
munication, intercept, or jamming may occur, dependent upcn specific system
characteristics. The fully shaded square between 4700 and 5000 a indicates the
radar/transmitter and target/receiver altitude combinations which are within the duct,
implying multipath with possible signal fading in addition to over-the-horizon propaga-
tion at greater ranges. The crescent-shaped clear area in the middle of the display
arises from the effects of the trapping layer. This clear area corresponds to altitude
combinations which occur within the radar/radio hole. There is reduced detection,
communication, intercept, or jamming capability for altitude combinations within the
clear areas. The more heavily shaded area along the lower left of the clear area indi-
cates multipath propagation due to the presence of refractive layers. The clear area in
the extreme lower left of the display represents those altitude combinations which are
below the radar/radio horizon. The bar chart on the right indicates the type and verti-
cal extent of the non-normal gradients in the refractivity profile.

As an example of the use of the AAW (anti-air warfare) Aircraft Stationing Aid display,
a radar at 6 km that could normally detect targets at a range of 400 km would have
reduced detection capabilities for targets between 7 and 9 km at that range.
Analogously, an aircraft at 6 km would have difficulty in communicating with aircraft in
the same altitude interval. For a jamming scenario, a jammer at 6 km altitude at 400 km
range could jam a radar receiver at 6 km altitude. However, if the radar were moved to
an altitude of 8 km, the jamming effectiveness would be reduced.

The intended users of this display are the Naval Flight Officers of the airborne-early-
warning community. These officers operate the radar of the Navy's carrier-based E2-C
Hawkeye aircraft. Most of these officers were familiar with displays such as figure 5
and a few had become familiar enough with refractive effects to author tactical
memoranda or technical articles (4]. One individual with extensive experience dealing
with the operational impact of refractive effects and personnel from Airborne Early
Warning Training Squadron One Hundred Ten were asked to review and comment on the AAW
Aircraft Stationing Aid at various stages in its development. These reviews substan-
tiated the initial concept and provided insight into the varied tactical applications of
the display.

A second TDA developed under the initiative is the Altitude Error Display for radars
with a height finding capability (5]. Target height is not measured directly by a
radar; rather, target elevation angle and range are measured and height is calculated.
This calculation of height requires some assumption about the refractive structure of
the atmosphere. If the actual atmosphere in which the radar is operating differs from
the assumed atmosphere, then the target position indicated by the radar will differ from
the actual position of the target. This position error increases with range. The
contribution of the error in range to the position error is small and operationally
insignificant. The error in height is by far the dominant component of the position
error and can be extremely large (> 50%) in ducting situations.

The Altitude Error Display was developed to provide radar operators an assessment of
refractivity induced altitude errors. Figure 7 shows an Altitude Error Display where
the shading of the detection envelope is related to the magnitude, of the error. For
this refractive environment, a low-flying target detected at 150 m and 320 km in range
would be indicated by the radar as being at an altitude of approximately 6000 m. This
error complicates the problem for the airborne intercept controller at the radar console
in giving proper vectors for the aircraft under his control to intercept the target. In
another example, an aircraft flying level at 6000 a directly toward the radar would
appear to be descending. Conversely, an aircraft flying away from the radar would
appear to be ascending. Thus, it is possible for two radars on different ships tracking
the same aircraft to provide contradictory information about its flight profile.

A third TDA was developed under the initiative in response to a meteorological require-
ment originated by the Commander Naval Oceanography Command to support airborne surface-
search radars. The propagation algorithms in IREPS, and subsequently TESS, did not
account for sea clutter, expected to be important relative to small targets, nor dis-
tributed radar cross section targets like ships. Sea clutter can be estimated by an
existing sea clutter model (6] modified for evaporation ducting conditions (7].
Combatant-size targets can be modeled in two ways. First, the entire radar cross sec-
tion can be assumed located at a height one-third the way up the superstructure.
Second, the cross section can be distributed with height and the power returned in-
tegrated over the height of the target (8]. The maximum detection ranges assessed
utilizing these models under varying ducting conditions are in close agreement.
However, well within the radar horizon, the distributed target has the effect of filling
in the nulls in the optical interference pattern that would be observed with a point
target. This is a more realistic representation of propagation, but at the expense of
increased time to integrate the power returned.

Figure 8 is a display of signal-to-noise ratio versus range. The horizontal dashed line
is the visibility factor. Detection is implied wherever the signal-to-noise ratio
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exceeds the visibility factor. The short-dashed lines are bounds of sea clutter return
(± 5 dB from the average sea clutter). Sea clutter will inhibit detection of the target
wherever it exceeds the signal-to-noise ratio. In the case of figure 8, the target
would be detectable in the range interval 60 to 130 km, with fades associated with the
optical interference pattern. Figure 9 is a display of received power versus range for
a combatant-size target with a distributed radar cross section. This target is detec-
table at all ranges less than approximately 150 km. Received power far exceeds the sea
clutter return. Also, the multipath lobes and nulls are smoothed out by the effects of
the distributed target. Another option in displaying this type of propagation informa-
tion is Figure 10. Here the user can see that there is an altitude interval between 500
m and 2000 m in which detection is possible. Above this interval, sea clutter will mask
the target, and below this interval, the target will be over the horizon.

3. TDAS IN COMNAND AD COWTROL SYSTES

Command and control is the process by which a commander exercises authority over and
directs the actions of his assigned forces in the accomplishment of his mission.
Various communications and information systems provide support to the commander in this
process. On the battle group scale, there are several areas within existing and planned
command and control systems that could benefit from propagation information. So, con-
current with the initiative in TDAs, there is an effort to incorporate environmental
information (including TDAs) into command and control systems for warfare commanders in
the battle group. On ships so equipped, TESS will provide this support. On other
ships, systems like ACDS (Advanced Combat Direction System) and JOTS (Joint Operational
Tactical System) could provide propagation displays and decision aids. JOTS, currently
in the fleet, already has propagation algorithms and displays. ACDS, a developmental
system, is being analyzed with regards to current plans for utilization of environmental
information and future enhancements. Issues concerning what information is relevant to
each warfare commander, what environmental functions should be performed by a given
system, and the source and extent of environmental data are being addressed.

On the scale of a single platform, the P-3C Update IV software for the maritime patrol
aircraft will include a propagation assessment and TDA display capability. Other sys-
tems that could benefit from this type of capability are the E-2C and the AEGIS Weapons
System. The E-2C currently has an environmental data collection capability with the
airborne microwave refractometer. On-board processing of this data into appropriate
tactical decision aids would enhance the E-2's effectiveness.

4. SUMIMARY

Ten years ago, the U. S. Navy saw the introduction of a near real-time propagation
assessment capability into the fleet. This initial capability was gradually expanded to
support specific tactical applications in anti-air warfare, anti-surface warfare, and
electronic warfare. Involvement of fleet users in this expansion smoothed the way for
acceptance of propagation decisions aids in the tactical communities. The means to
provide similar capabilities to the warfare area commanders is currently being inves-
tigated. The future may bring a truly real-time assessment capability. The microwave
refractometer is already onboard many airborne-early-warning aircraft. The maritime
patrol aircraft can potentially utilize a dropsonde to gather on-scene refractive infor-
mation in support of their mission. Navy surface ships could take advantage of the
recently introduced Mini-Rawinsonde system which can provide the profile information for
the ship to assess refractivity-induced altitude errors for height-finder radars.
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6. ANU~lUW

The developmient and transition of these tactical decision aids to the fleet was a result
of the combined effort. of all personnel of the Tropospheric Branch of the Ocean and
Atmospheric Sciences Division.
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Engineer's Refractive Effects Prediction System (EREPS)

Herbert V. Hitney
Ocean and Atmospheric Sciences Division

Naval Ocean Systems Center
San Diego, CA 92152-5000

SUMMARY

In recent years, electromagnetic tactical decision aids have been developed to assess
environmental effects on the performance of operational systems, such as shipboard radars.
In general, these systems have performed well and are now routinely used by operational
forces to optimize their use of sensors and deployment of forces. In many cases, laboratory
engineers have taken the existing tactical decision aid software and used it to assess the
performance of proposed new sensors. Since the original software was not designed for this
purpose, many deficiencies in such a use were soon identified. For example, most engineers
prefer to graphically compare performance results as a single design parameter, such as
radar pulse length, is varied over a range of possible values. Also, in designing a new
system, one is usually more interested in the long-term statistical performance than in
single-event performance that the tactical decision aids are normally designed to assess.

The Engineer's Refractive Effects Prediction System (EREPS) is a recent development
effort tailored to engineering uses and based on the propagation models of the Integrated
Refractive Effects Prediction System (IREPS). EREPS is hosted on IBM PC computers for
maximum availability to the engineering community, and has been developed using interactive
graphics displays for optimum comparison studies. The models are designed in such a way
as to give results within a few seconds to allow multiple design trade-off studies to be
easily performed. EREPS Revision 1.00 was distributed to interested users in the summer
of 1988 and is currently being revised for a summer 1989 distribution. Existing and planned
capabilities will be presented along with some examples of applications.

INTRODUCTION

By their very nature, tactical decision aids (TDAs) have been developed for operational
users to quickly assess the effects of the natural environment on the performance of systems
and to provide displays from which timely tactical decisions can be made. The Integrated
Refractive Effects Prediction System (IREPS) was developed in the late 1970's as a TDA for
lower atmospheric effects on naval systems in the 100 MHz to 20 GHz frequency range (1,2].
Although it was specifically designed for operational users, IREPS was almost immediately
used by some laboratory and industry users to investigate potential propagation effects on
systems being considered for development. Since the IREPS design was optimized for single-
condition assessment of multiple operational systems, it was soon found to be cumbersome
for laboratory simulations, where the effects of multiple simulated environmental conditions
or statistical performance were desired. Also cumbersome for this purpose is the system-
parameter library, which must be edited through a separate process from the product-
generation process. Finally, the IREPS products were designed to support a user, usually
an aviation officer, who was different from the IREPS operator, usually an enlisted
aerographer's mate. Therefore, interactive-graphics concepts were not used in IREPS. As
a result of these considerations, a development was begun in 1986 that has resulted in
EREPS, which has been specifically designed to support the scientific or engineering user.

EREPS is a collection of individual IBM-PC programs that have been designed to assist
an engineer in properly assessing electromagnetic propagation effects of the lower
atmosphere on proposed radar, electronic warfare, or communication systems. Revision 1.00
was distributed in July 1988 (3] and consists of three individual programs named PROPR, SDS,
and RAYS. PROPR generates a plot of path loss, propagation factor, or radar signal-to-
noise ratio versus range for a variety of environmental conditions from which signal levels
relative to a specified threshold or maximum range can be determined. SDS displays an
annual historical summary of evaporation duct, surface-based duct, and other meteorological
parameters for many 10 by 10 degree squares of the earth's surface. SDS is the primary
source of environmental inputs to PROPR. RAYS is a ray-trace program that shows altitude-
versus-range trajectories of a series of rays for any user-supplied refractive-index
profile, and includes an option to display altitude error relative to a standard atmosphere.

The EREPS programs were developed using Microsoft QuickBASIC Version 3.0 and are
distributed as compiled executable files. The basic source code is available by special
request. Minimum system requirements are one 360 Kbyte floppy drive, 640 bytes of memory,
and either a CGA or EGA graphics adapter. As a convenience to potential new users who may
acquire copies of EREPS disks indirectly, the user's manual has been included as an ASCII
file on the program disks.

CURRENT CAPABILITIES

The PROPR program features three options for displaying propagation effects versus
range. The user can select from plots of path loss, propagation factor, or radar signal-
to-noise ratio. Path loss is the ratio of transmitted to received powers between isotropic
antennas and has widely been used for propagation assessment studies. Propagation factor
is the ratio of the actual field strength to the field strength that would occur at the same
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range under free-space conditions, and is useful because it can be readily identified in
many engineering equations. Signal-to-noise ratio at the radar receiver is a traditional
quantity used to assess radar performance. PROPR includes several options for setting
performance thresholds, some of which are fully integrated with ESM and radar system
parameters, such as receiver sensitivity and transmitter power. For any given type of
display, multiple overlays of results dependent on one or more changes in any parameter can
be generated, thus allowing easy comparison studies to be performed.

The PROPR models have been designed to operate quickly in a personal computer
environment, but without an undue sacrifice in accuracy. In some cases, the models are not
as accurate as waveguide or parabolic equation models that have been developed in recent
years, but these models are not widely available and generally will not run in an
interactive environment on a PC. There are models to account for optical region
propagation, diffraction, evaporation ducts, surface-based ducts, tropospheric scatter,
water vapor absorption, and sea clutter.

Figure 1 illustrates some of the PROPR capabilities. This case is for a sample
shipboard ESM intercept of a shipboard C-band radar. The path loss versus range display
option is used, which includes a free-space path loss reference line and an ESM intercept
threshold corresponding to a path loss of 166.5 dB, which was computed from the peak power,
antenna gain, system loss, and receiver sensitivity shown. Three environmental conditions
are overlaid in this figure; a standard atmosphere, a 13-m evaporation duct, and a 300-m
surface-based duct. For the standard atmosphere, note the optical, diffraction, and
troposcatter regions labeled. Also note the maximum ESM intercept range for a standard
atmosphere is about 27 nmi in this case. For the case of the world-average 13-m evaporation
duct height, the maximum intercept range is extended to about 60 nmi. For the case of a
300-m surface-based duct, the maximum intercept range is well in excess of 100 nmi, but
there is a skip zone or range interval from 27 to 46 nmi in which intercept is not possible.
There are no differences indicated in the optical region for the ducting conditions, even
though in reality there are effects in this region. PROPR does not currently account for
these effects.

Figure 2 shows some PROPR results using the propagation factor versus range display
for a sample X-band system. In this case, results are overlaid for evaporation duct heights
from 0 to 10 meters in two meter steps. A propagation factor of zero corresponds to free-
space conditions. Two additional thresholds have been set at -10 and -20 dB. Note the
large variation in propagation factor at each range beyond the horizon attributable to the
evaporation duct.

Figure 3 illustrates the radar signal-to-noise display option that includes a sea-
clutter model. This example is for a C-band radar located 25 m above the sea versus a 5-
m-high target of one square meter radar cross section. The horizontal dashed line is the
visibility factor that defines the minimum signal-to-noise ratio that can be detected
consistent with the specified probabilities of detection and false alarm (PD and PFA). This
visibility factor and the other radar parameters indicated result in a free-space range of
16.4 km. The curved dashed line represents the sea clutter return. The environment in this
example is a standard atmosphere with 20 knots of wind speed. The figure indicates the
target would be detected at a maximum range of 15 km, but would probably not be detected
at ranges less than 6 km due to increasing sea clutter return.

There are several limitations to the current PROPR model that users need be aware of.
The frequency limits are 100 MHz to 20 GHz. Only over-water paths are considered and
horizontal homogeneity is assumed throughout the program. Antenna heights must be in the
range of 1 to 10,000 m, although this limit can be exceeded for one terminal provided the
other terminal is low. The evaporation duct and diffraction models are not dependent on
the effective-earth radius factor (k) specified, even though some such effects are observed
in waveguide models. For a standard value of k=4/3, this limit should not pose a problem.
The optical region model does not account for ducting effects, as mentioned previously, and
is primarily dependent on the value of k selected. Also, the optical region is truly
correct for small elevation angles only. If a user specifies geometries that result in
large angles, he should check results against other methods. PROPR uses a single-mode model
for the evaporation duct and may be in error for duct heights greater than 30 m at 3 GHz,
22 m at 5 GHz, 14 m at 10 GHz, and 10 m at 18 GHz. Below 2 GHz, PROPR should give
acceptable results for all duct heights in the 0 to 40 m range allowed. The surface-based
duct model is a single-mode empirical model based on an assumed vertical distribution of
refractivity, and is beat used to illustrate the skip zone effect and possible range
extensions. Finally, the sea clutter model assumes standard atmospheric conditions only,
even though it is shown on the same display with target returns that may be enhanced by
ducting.

The SDS (Surface Duct Summary) program is used to generate a summary display of long-
term annual historical environmental parameters important to near-surface propagation. A
convenient feature of this program is the ability to specify a geographic area using a
cursor on a world map. One or more of 292 available 10 by 10 degree Marsden Squares can
be specified by the user. Once the area is specified, the program produces a numerical and
graphical annual summary of the evaporation duct height distribution, average evaporation
duct height, and average surface wind speed based on long-term surface observations. Also
included are a number of parameters, such as percent occurrence and mean thickness of
surface-based ducts, derived from upper-air observations. If a user specifies a single
square, and more than one upper-air station exists in that square, there is a procedure to
select the desired station for the summary. The data base for the evaporation duct height
and surface wind speed was derived from mixed marine surface observations for a 15-year



6-3

period compiled by the National Climatic Data Center. The upper-air data was taken from an
analysis of 5-years of radiosonde data performed by GTE Sylvania.

Figure 4 illustrates the SDS screen display on which geographical areas are specified.
Each of the available 292 Marsden Squares are shown. In this case, six squares in the mid
Atlantic Ocean have been selected by moving a "+" cursor and pressing a key to select each
square. The resulting summary for this mid-Atlantic area is shown in Figure 5. The
evaporation duct height frequency distribution is given in 2 meter increments both numer-
ically and by a bar-chart display. The indicated average evaporation duct height is given
as 14.1 m and the average surface wind speed is shown as 13.0 knots. The selected upper-
air station is Lajes, Portugal which shows a 10% annual occurrence of surface-based ducts,
along with several other parameters derived from the radiosonde data.

The RAYS program generates an altitude-versus-range ray-trace display based on a user-
defined refractivity profile of up to 14 linear segments. This profile can be specified
in one of several ways. The profile can be entered numerically as either refractivity (N)
or modified refractivity (M) versus altitude. The profile can also be defined as N or M
versus altitude by moving a cursor on a graphics screen and pressing a special key to define
each point. The profile may also be defined by characteristics, such as top and bottom
heights of a duct and corresponding trapping layer thickness. Finally, the profile may be
specified by radiosonde observations of pressure, temperature, and relative humidity at
multiple levels. In addition to the profile specification, the user specifies source
altitude, number of rays, and minimum and maximum initial elevation angles. The elevation
angles can be set for automatic computation by the program to give a reasonable spread of
rays. If the altitude error option is selected, the user must enter the error increment
that defines the colors used along each ray to indicate altitude error. The models used
in the ray-trace are simply Snell's Law computed using small angle approximations. The
altitude error is defined as the difference in altitude between an actual ray and a
standard-atmosphere ray of the same initial elevation angle at any point along the actual
ray.

Figure 6 illustrates a sample ray-trace for an elevated duct at about 5 km altitude
with the source in the duct. The effects of the duct are clearly evident by the trapped
rays near 5 km altitude and the radio "hole" at altitudes above the duct. In this case,
the profile was specified by characteristics as a duct extending from 4800 to 5200 meters
with a trapping layer thickness of 100 m. Figure 7 illustrates a ray-trace generated using
the altitude error option. The color along each ray indicates the altitude error for that
ray segment based on the color legend shown in the lower right hand corner of the display.
In this example, the profile was specified numerically as M-units versus altitude. The case
shown is a surface-based duct 1100 feet thick. The antenna height was 100 feet above sea
level, representative of a shipboard height-finder radar. Note altitude errors in excess
of 4500 meters occur both within the duct and at greater ranges above the duct. These
errors can amount to a relative error of more than 20 percent at the greater ranges.

STATISTICAL PERFORMANCE EXAMPLE

This section demonstrates the use of PROPR and SDS to give a statistical assessment
of propagation conditions. The complete procedure is detailed in the EREPS user's manual,
and is only summarized here. The technique is applicable to situations in which the
evaporation duct is the dominant propagation mechanism, such as short-range, near-horizon
propagation above 2 GHz, or any surface-to-surface path above 2 GHz in areas where surface-
based ducts are rare. The first step is to use PROPR to determine the path loss or
detection range versus evaporation duct height for the frequency and geometry of interest.
The frequency distribution of duct height is then determined from SDS and combined with the
PROPR results to give a frequency distribution of path loss or detection range for the case
of interest.

The Greek Island Data of 1972, collected by the Naval Electronics Laboratory Center
(a predecessor of the Naval Ocean Systems Center) [4] is used here to compare with
statistical assessments made using EREPS. In this experiment, path loss in dB was measured
at four frequencies versus time for four three-week periods during 1972 between Mykonos and
Naxos, Greece, at a range of 35 km. The transmitters were located about 5 a above sea level
and the receivers were located about 19 m above sea level. The four frequencies were 1000
MHz (L band), 3000 MHz (S band), 9600 MHz (X band), and 17500 MHz (Ku band). All of the
1972 data has been combined in the form of accumulated frequency distributions as shown for
X band in Figure 8. The dotted curve in this figure shows the percent of all observations
that exceed the abscissa value. The dot-dash curve shows the EREPS assessment based on the
technique outlined above using PROPR and the annual evaporation duct distribution from SDS
for the Marsden Square containing the measurement site. The solid curve shows a similar
assessment using the Naval Ocean Systems Center waveuide program named MLAYER, which
includes many waveguide modes and should be substantially more accurate than PROPR for
higher duct heights. In this case, EREPS and MLAYER are both very close to the measurements
below the 70% level, but show substantial differences from the measured data above the 70%
level. This discrepancy is thought to be the result of surface-based ducts that are not
included in either the EREPS or MLAYER results. At the 50% level, the models and
measurements are within 5 dB at a path loss level that is about 25 dB below the diffraction
level. Thus it appears that EREPS can be used to give meaningful statistical assessments
provided the user is careful not to violate the limits on applicability of the models. Of
course, a waveguide or parabolic equation model will always be expected to give better
assessments, but such models are not as convenient as EREPS.
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FUTURE CAPABILITIES

EREPS revision 2 is currently under development and should be ready for distribution
during summer 1989. New products will be an altitude-versus-range coverage display program
named COVER, and a path loss, propagation factor, or signal-to-noise ratio plot versus --e
terminal height to be known as PROPH. PROPH will have all the same general rapabili Les
as PROPR, except that output will be a function of terminal height at a fixed range as
opposed to PROPR's output format that is a function of range for a fixed terminal height.
In addition to the two new products, revision 2 will have an improved sea-clutter model that
has been extended to include effects from the evaporation duct. All of the propagation
models will take antenna pattern into account in a manner similar to that used in IREPS.
To improve user friendliness, optional support for a mouse will be included that should be
most helpful in moving the cursor or cross-hair. Finally, minor bugs from rnvision 2 will
be corrected.

An example of the revision 2 COVER program display is shown in figure 9. This case
is for a 425 MHz radar located 20 m above sea level in an environment characterized by a
300-M thick surface-based duct. The two shaded areas on the display correspond to the
areas of expected coverage for free-space ranges of 75 and 100 km, which in turn could
correspond to two target sizes cr two probabilities of detection. Figure 10 is an example
of the type of display that PROPH will generate. This example also is for a 300-m thick
surface-based duct. A fixed range of 100 km has been selected and the display shows signal-
to-noise ratio versus radar altitude from 0 to 5000 m for a fixed target height of 10 m.
Note this example includes results from the sea-clutter model, which are shown as two dotted
lines that represent the upper and lower bounds of uncertainty about the average clutter
level.

The plans for EREPS beyond revision 2 are to improve the propagation models, especially
for non-standard conditions. In the optical region, this will result in the use of ray-
optics methods that properly take the entire refractivity profile into account. Recent
progress in this area is illustrated in figure 11, which compares the results of ray-optics
techniques to the Electromagnetic Parabolic Equation (EMPE) program [5) for a 12-m
evaporation duct height. The ray-optics results are shown as the solid line, and the EMPE
results are shown as a dotted line. Except at the greatest ranges for which ray-optics can
be used, the two models are shown to give nearly identical results. The results for a
standard atmosphere, also generated by EMPE, are shown in figure 11 as a dashed curve for
reference. Note the shifting to the right of the last null in the optical region and the
increase in path loss at the last optical maximum. The current models in EREPS would not
show these ducting effects at all, since the model assumes a standard atmosphere. The ray-
optics results shown in figure 11 were generated in a few seconds on a PC/AT-class computer
without a co-processor.

CONCLUSIONS

EREPS has been designed to give fast, easy access to many important propagation effects
that are of concern to the system designer. It permits the user to perform easy comparative
studies to assess the effects of changes in individual environmental or system parameters.
It allows the user to perform some statistical analyses that should be important to system
design applications. Although a user must be careful to understand the limits of
applicability of the models, EREPS should greatly increase the awareness of propagation
effects important to new system design programs. It is anticipated that EREPS will con-
tinue to evolve and improve over the next several years, as new displays and capabilities
are added and limitations in the models are overcome.
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B- FREQ MHz 5600

POLARIZATION HOR
TRA HT ft 180
REC HT ft 75

P 1180
A 118- T CAEUD HT AS NOTED
T SBD HT AS NOTED
H x 1.333

148- NSUBS 339
L=7 ARS HUMl g/n3 7.S

0 308...BD.1f... WIND SP kts 10

S 170- PX POW kW 285
IFFRACTION -> ANT GM dBi 32

d1 SYS LOSS dB a
B ESM SENS dBm -50

200-

TROPOSCATTER FREE SPACE ....

230 , ESN INTERCEPT
a 28 40 68 8 100 THRESHOLD -------

RANGE nal PATHLOSS dB 166.5

Figure 1. Sample PROPR display for a C-band radar showing intercept ranges for a
standard atmosphere, a 13-m evaporation duct, and a 300-m surface-based
duct.
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Figure 2. Sample PROPR display for an X-band system showing the effects of 0 through
10 m evaporation duct heights on the propagation factor.
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Figure 3. sample PROPR signal-to-noise ratio display for a standard atmosphere with
20 knots of wind illustrating the return from both a desired target and
sea clutter.
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Figure 4. Sample SDS world-map display from which desired geographic areas are
selected.
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Figure 5. Sample SDS annual surface duct summary display.

SAMPLE ELEVATED DUCT AT 5 km~ ALTITUDE
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8 z20 408 6be I8 1888i@'
RANGE km

Figure 6. Sample RAYS display for an elevated duct at 5 km altitude with a source
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Figure 7. Sample RAYS display for a surface-based duct illustrating the altitude

error option.

Greek Island Data, All Seasons
Freq: 9600 MHz Range: 3 5 km
Transmitter: 6 rn Receiver. 1 9 m

P - MEASURED-~.
R

N
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C

G

PATI-LOSS IN dB
Figure 8. Comparison of Greek island measurements to results from the ERZPS and

MdAYER model.
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18k FREQ Mz 425
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588

158

28
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Figure 9. Sample COVER display for a near-surface radar in the presence of a 300-m
surface-based duct.

EUD=@m SBD=308m K=1.333 NS=339 HUM=7.5 U=5 m/s @8
FREQ M14z 5808
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PFA 1.0E- 8
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5UIS FACTOR ...
CLUTTER .......

a I I , FS RANGE km 50.4
-428 8 88

RECEIVED POWER IN d8

Figure 10. Sample PROPH display for a C-band radar in the presence of a 300-m surface
duct showing received power from both a desired target and sea clutter.
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100 Frequency: 
9.6 GHz

Transmitter: 5m
Receiver: 25m

120 - Evaporation Duct Height: 12m

0

CU
. S.... AtMPE-- 140 ...... .

C" 160 -
Ray Optics

,%, , Standard Atmosphere

180 I . ,
0 10 20 30 40 50 60

Range (kin)

Figure 11. Comparison of ray-optics and EMPE models for a 12-m evaporation duct and
a standard atmosphere.

DISCUSSION

R. GOMEZ, US

Have you done a sensitivity analysis of your model to determine which parameters are
the principal drivers of your model? That is, how sensitive is your model to the
parameters you are using? Are you not doing this work to eventually transition the
technology to the operational user? And if that happens, which parameters are going
to be used in the operational mode? How good is your prediction as a function of time?
How valid is your model?

AUTHOR'S REPLY

EREPS is not intended to eventually transition to the operational user. It is intended
to support the scientist or engineer who is developing or evaluating radar,
communication, or electronic warfare equipment. Therefore, the emphasis is not on
predictions as a function of time, but on average or statistical performance. The
sensitivity of the models to input parameters has been checked, and is summarized in
"Tropospheric Radio Propagation Assessment," H. V. Hitrnty, J. H. Richter, R. A.
Pappert, K. D. Anderson, and G. B. Baumgartner, roC. IEE, Vol. 73, No. 2, Feb 1985.
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PROPHET AND FUTURE SIGNAL WARFARE DECISION AIDS

Robert B. Rose
Signals Warfare Division

Naval Ocean Systems Center (NOSC)
San Diego, CA. 92152-5000

SUMMARY

Decision aids, even well designed ones, have demonstrated a wide range of utility and
effectiveness when employed in the operational environment. The development and employment
of the PROPHET HF (1 -50 MHz.) propagation assessment system has been observed for over a
decade. Recent studies indicate that some of the early assumptions on how the module was
to be employed were invalid. Although it uniquely fills a real need and its models and
products have been extensively tested in operational environments by its users, which
include most military and civilian branches of the US Department of Defense, PROPHET faces
an uncertain future as a stand-alone system. Its main strength is to provide mission
oriented and scenario specific products to perform HF signal coverage, signal vulnerability
and radio circuit connectivity in near real time. While technically sound in meeting these
objectives, PROPHET's effectiveness is limited by variations in user training, experience,
motivation and the lack of operationally convenient access. These problems appear to apply
in some degree to the employment of most decision aids. Based on the PROPHET experience,
this paper will describe the fallacies that are common in decision aid development and
employment, how they affect the decision aid effectiveness, a recommendation for the next
generation propagation assessment decision aid and results from an initial demonstration
prototyping effort to check out some of the new concepts.

PROPHET: PAST, PRESENT AND FUTURE

PROPHET is the Navy's standard tactical HF prediction decision aid. It is designed to
provide real-time information about HF signals warfare and the connectivity of radio
communication circuits. Since its inception, PROPHET's development has emphasized
operational deployment. Its output products have been designed, to a large extent, at the
direct request of its operational users. For example, it's capabilities include the ability
to:

(1) predict the band of frequencies that can be used to communicate from one point to
another which is not trivial because propagation of signals varies considerably with time
of day, season and sunspot cycle;

(2) estimate the expected field strength and signal to noise levels at the receiving
end of the circuit;

(3) present a graphical picture of the skywave signal bounce pattern between the earth
and the ionosphere;

(4) determine communication frequencies that, due to propagation, are immune to
interception or intentional interference.

PROPHET is a self-contained, software system which was conceived in 1974 and first deployed
in 1976. It has grown from an initial 5 output products to its present 25 product
capabilities, each of which has several sub-options. The most recent release, Version 3.2,
has been provided to several hundred users. It uses simple emulations of complex propagation
phenomena to take advantage of the portability and speed of personal computers. PROPHET
contains large amounts of empirical and intuitive knowledge and user experience, lending
it the attributes of an expert system. Throughout its development and employment, the models
in PROPHET have undergone extensive verification against -ground truth" oblique-sounder
data. Its developers have maintained a continuous dialogue with the user community to ensure
continuing operational credibility. This has resulted in a broad spectrum of applications
and users.

Today PROPHET's future as a stand-alone capability is in doubt. In spite of its widespread
use and usefulness, PROPHET has not been institutionalized or achieved the programmatic
acceptance required to sustain, enhance, and promulgate it. Further development and
promulgation remain an ad hoc process. This situation prompted PROPHET's developers at NOSC
to review the fundamental philosophy of developing and implementing decision aids for the
military community. This in-house review indicated errors were made in the assumptions on
how the decision aid would be normally employed and identified ways to correct the problems.
The remainder of this paper summarizes these findings, proposes recommendations for the next
DAs, and describes the results from an initial prototyping effort to check out some of the
new concepts.

MAJOR FALLACIES IN DEVELOPING TACTICAL DECISION AIDS

Decision aids (DA), as a generic set of software, typically suffer from at least two
fallacies in their concept and development. The first fallacy is that when the user
interface is designed, the developer assumes the end user will have the background to ask
the right questions in the right order. For example, when each PROPHET module was
conceived, it was assumed the user would have the training or experience in HF signals
warfare or frequency planning to know the logical inquiry sequence to successfully solve
the problem. Review of PROPHET users and the platforms where it has been used indicates that
was not a valid assumption. In fact, with respect to HF operations in general, it is more



8-2

valid to assume the contrary. In numerous operational tests, it has been observed that
PROPHET users span a broad spectrum in motivation and HF experience. The higher the
motivation, the more the DA was employed and the more of its capabilities were exploited.
In general this motivation was derived from a desire to do the best job possible and from
Success in using HF. A highly motivated user wanted to exploit PROPHET to its fullest. He
knew the propagation medium, the equipment he was using and how to use PROPHET. The HF
signals problems were viewed as a challenge to be overcome. Consequently this person's
efforts to use PROPHET were successful. This individual soon acquired considerable expertise
in using PROPHET and soon became a "key" person in this aspect of normal operations. But
eventually this "key" individual would transfer and, often, was replaced by person who could
be considered an "antithesis" to the "key" person - a person with little motivation and
little or no experience in using the HF medium. If this user, who would rather guess than
do any real problem solving, attempted to use PROPHET for frequency planning at all, the
attempt was half-hearted with a low probability of success. This self-inflicted bad
experience then snowballed, and served as an excuse to not use PROPHET, or any decision aid,
again. This, in turn, caused a reduced reliance on the decision aid, further eroding the
motivation. When allowed to continue, this degenerative cycle eventually eroded all the
progress gained and ultimately the DA was discarded altogether.

The key feature in defeating this negative cycle is to design a user interface that will
assure the new decision aid user with the same high level of success, irrespective of
motivational level or experience.

The second major fallacy in designing and employing signal assessment decision aids is to
assume there will be sufficient time and manpower in the operational environment for them
to be used. Generally this is not the case, especially on afloat or airborne platforms.
As an example, consider the initial deployment of Classic PROPHET II which was designed to
support special direction finding operations. The module was designed specifically to meet
the needs of OUTBOARD operators in predicting periods when signals of interest could be
expected to be heard. Ships personnel were thoroughly trained in using it on a stand-alone
personal computer. However, when the ship got underway, the intended user's time was fully
consumed manning their primary positions. There was no extra time to perform the necessary
supporting calculations off line, even though the dedicated computer was physically only
few feet away. Although the capability was fully functional, its stand-alone location made
it impractical for the user to access it.
This experience indicated that a signal assessment decision aid must be embedded into the

system it is supporting.

THE NEXT GENERATION DECISION AID

New requirements have been proposed for the next generation of signal assessment decision
aid. The proposed design was influenced by the experiences that were just discussed. It must
be able to achieve the same high level of performance or productivity regardless of the
experience and/or motivation of the user, and must be embedded into the system it is
supporting.

The interface of the next generation DA must allow the user to converse with the system in
plain language or in the jargon of the specific mission. Expanding telecommunications will
make larger amounts of information available to problem solving and the DA must have the
ability to peruse these data. Complex scientific calculations, such as those used for
propagation and solar-terrestrial relationships will be performed in the computer
background, outside the user purview. In many cases, very complicated models, such as those
used in PROPHET, will be totally transparent to the user .... they will be applied to a users
problem in a normal manner, and the result will reflect their use, but their actual
operation will not appear in the user system dialogue.

Decision aids, such as PROPHET, are based upon deterministic calculations. The problems
amenable to PROPHET for analysis are those for which technical methods provide explicit
solutions. However, many other HF/VHF radio operations problems are not amenable to such
explicit analysis. An example of this latter situation is the prediction of when and where
sporadic-E will occur. Sporadic-E has a profound effect on both HF and VHF systems but
can only be described in qualitative terms (e.g.it occurs in Nay and June at local Sunset
and drifts from the southeast to northwest). One of the most promising methods of being
able to deal with problems that don't lend themselves to deterministic solution is the
Expert System. An Expert System is a computerized implementation of the analytical
processes that a human expert employs in his profession. The major elements of an Expert
System include the "knowledge base" and the "inference engine". The "knowledge base
represents the body of information relevant to the problem under scrutiny and may contain
"subjective" rules of the sort used by human experts based on experience, from these rules,
the system can construct heuristic solutions. The "inference engine" contains the
inference and control strategies that are used to evaluate the knewledge base and synthesize
solutions. Expert systems also have the feature of being "knowledge clones" which serves
to preserve expertise in various technologies. This is particularly needed in the
preservation of HF technology, which has significantly eroded since the middle 1960s.

In 197/88, developmental work was conducted at the Naval Ocean Systems Center to combine
the capabilities of presently-available knowledge-based expert system technology and
algorithmic HF propaqation-assessment systems such as PROPHET. A module, called the HF
Radiolocation System (HFRLS), was developed to test and demonstrate this hybrid concept.
The initial software test vehicle was to perform resource management on a hypothetical
network of dissimilar HF radiolocation sensors. These included shore-based wide-aperture
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HFDF systems, shipboard HFDF systems, single site locator systems and receive-only HF
acquisition systems. The purpose of this system was to perform (1) scenario assessment, (2)
resource availability and capability assessment, (3) tasking to sensor subnets, and (4)
assessment of the decision on whether or not to select a particular sensor. The system
was structured so that the operator would start to converse with the system at the start
of an event and would monitor progress up through the final solution and output product.

In-house testing of HFRLS indicated that using an "intelligent" man-machine interface
greatly enhances the employment of the basic decision aid. The major propagation models in
PROPHET were subordinated to the HFRLS system. The knowledge based system "knew" when
propagation data was necessary, the right questions to ask PROPHET, and how to format them
correctly. This was an internal dialogue that required no user intervention, so the
propagation models were completely transparent to the user. The user saw only information
needed to perform a radiolocation mission and the DA system's recommendations as to sensor
employment. However the final result did reflect consideration of such complex factors as
propagation, solar activity, network geometry, and historical sensor performance. The
knowledge-based architecture allowed the system to routinely access and peruse large
databases for each event. Additional features were included to allow the user to intervene
at any level, depending on motivation and experience.

CONCLUSIONS

The survey of PROPHET users indicated that the successful deployment of stand-alone decision
aids is vulnerable to the motivation and experience of the user. In addition its employment
is heavily influenced by how readily accessible it is to the intended user in his
operational environment.

The next generation decision aid will be a hybrid system which will combine knowledge-based
expert systems with traditional algorithmic functions such as those in PROPHET. The expert
systems will specify, setup, and control complex HF connectivity and signal assessment
calculations from PROPHET-like models and carry on the query-response dialogue with the
user. To ensure that it is readily accessible operationally, critical issues in the DAB
early design are (1) what mission it supports; (2) specifically who the users are and how
much time they can devote to the DA operations; and (3) where the DA will be physically
located.

The development of the NOSC Advanced HFRLS demonstration terminal provided lessons that are
critical in achieving and fully exploiting the next generation decision aid. It was shown
that:

(1) Algorithmic signal-assessment systems, such as PROPHET, can be subordinated and tasked
by a knowledge based system. This makes the employment of high-level propagation and signal-
warfare models transparent to the user.

(2) subjective information, such as sensor operator experience, sensor performance, and
historical trends and characteristics can be employed in the decision process or in the
information displayed.

(3) Rule-based expert-system technology allows rapid, intelligent perusal of immense
amounts of data which is critical in the control and employment of a large communications
or surveillance network. It further provides the basis for "knowledge cloning" which is
critical in preserving HF technology.
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DISCUSSION

T. DANBOLDT, GE

The difference between monthly median predicted and measured signal strength can be
up to ± 40 dB and the deviation between monthly medians and daily values can be also
be up to ± 40 dB. This means that monthly predictions are useless as a decision aid,
at least under unfavorable conditions. How do you consider the necessity and value
to use real-time solar data to update the model and do you intend to include this
feature to the Prophet system?

NUTHORIS REPLY

Prophet has always contained the ability to input 10.7 cm flux and X-ray flux to
provide real time update to the MUF and disturbed LUF calculations. The variation of
these values affects the field strength calculation indirectly. Prophet's signal-to-
jam ratio calculations which use field strength have routinely demonstrated errors of
+ 3-5 dB when interfering HF broadcast signals are measured.



Decision-Aid Design Factors
in Connection with

HF Communication and Emitter Location Disciplines
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ABSTRACT

The advance of micro-computer technology, the growing sophistication of
specified propagation models, and the expanding ability to sense the medium
and apply that knowledge in real time is leading to an improvement in the
prediction of system performance for tactical users. The maturation of artifi-
cial intelligence disciplines should provide the user of advanced C31 decision
aids an ability to manage the plethora of information more effectively. This
paper identifies critical aspects of the process of developing useful and
cost-effective decision aids with emphasis upon the HF medium which is strong-
ly propagation-limited and controlled by variable and often unpredictable
phenomena. A major factor in this field of activity is the evolution of "self-
adaptive" system architectures incorporating imbedded RTCE. In this context,
the decision aid is a process which is operationally transparent to the user
but could be user-defined. A key to the development of an adaptive resource
management capability is the integration of a set of tools or decision aids
which direct the system to compensate for pathological effects by adjustment
of system parameters. The approach is ultimately limited by the accuracy with
which the ionosphere or the HF channel may be specified. The accepted
specification accuracy will determine the design approaches to be followed.

1.0 INTRODUCTION

It is well recognized that the High Frequency (HF) radio regime (3-30
MHz) is the most precarious band in terms of its interaction with the ionos-
phere. Ionospheric refractivity exhibits considerable variability in both
space and time by virtue of its strong dependence upon the ionosphere. Never-
theless it provides for Beyond-Line-Of-Sight (BLOS) communication connectivity
and long-range surveillance potential. The nature of HF skywave propagation is
known to be strongly influenced by ionospheric personality, and difficulty in
the assessment of these traits (or physical properties) may be encountered in
support of quasi-adaptive systems which are designed to allow for near-real-
time adjustment of (system) parameters ... based upon "trait tracking" and
feedback ... to provide for an optimization of overall system performance. The
difficulties experienced in this assessment stem from several factors inclu-
ding: the nature of ionospheric variability itself, the mission of the system,
and the definition of the system performance metric (i.e., measure of suc-

cess), which defines the parameters of the assessment procss. ThRse parame-
ters involve specification of the most appropriate Real-Time-Channsl-Evalua-
tion (RTCE) scheme to be employedm the duty cycle associated with RTCE appli-
cation, and other notions such as model update, and so on.

With the growth in development of automatic HF radio communication
concepts, advanced digital modema and microprocessor technology the intrin-

sic capability to rapidly adjust system parameters to an optimal set has
evolved to the point that the ultimate limit in HF system performance may be
associated with media spicification. Media specification is thus the fundamen- 4

tal limit on the capability to tailor performance to the optimal value.

This paper identifies critial aspects in the process of developing
useful and cost-effective decision aide in connection with HF communication
and HF emitter location disciplines. The first section deals iith the systems
being considered, and identifies Lhe propagation constraints for each type.
The second section discusses the types of decisions to be made, and mentions
certain decision aids which are being utilized. The third section concentrates
on limitations to the development of resource management tools and decision
aide. The concluding section summarizes the paper and provides a set of recom-
mendations.

2.0 SYSTEM9 UNOER CONSIDERATION

There are a number of initiatives in the services to address the problems
of C2 decision-making. Dacunto E1988] describes current Army C2 initiatives in
terms of the Army Command and Control Master Plan (AC2MP), and indicates that
the army decision-makers, in order to exercise power effectively, must use
information to develop the products of C2. These products are decisions and
directives. Information is thus the key. Command and control processing begin
with information acquisition and ends with execution of a directive or deci-
sion. It is clear that in systems of this type, decision aids will prove to be
essential avenues for facilitating the process.. .and timeliness is normally a
desirable attribute.
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As indicated at the outset, we shall concentrate on HF systems as a
component in the command, control, communication, and Intelligence (C3I)
hierarchy. The most obvious HF system type requiring dscisions to optimize
operation is communication. Others include Over-the-Horizon Radar (OTHR), and
Direction Finding (OF) systems. In the latter category, we include various
schemes possibly involving measurements of signal parameters at single sites
or multiple sites.

The identification of decision aids for "plain vanilla" HF radio systems
is relatively simple -- if not obvious -- involving rather traditional approa-
ches for transmitter (frequency) and antenna selection. For adaptive HF commu-
nication systems, the situation is less obvious. Nevertheless "Adaptive HF",as
distinct from robust designs, requires information concerning the time (and
possibly spatially-) varying channel properties.

2.1 HF Communication Systems

The Army has developed battlefield spectrum management schemes to
facilitate the function of communication which is termed the "glue" which
holds C2 together. Within the HF domain, the Army PROPHET Evaluation System
(APES) employs a family of frequency and resource management tools based upon
propagation (and possibly threat) models which are resident on a PC. This Army
development, and nearly-equivalent versions of the PROPHET methodology addres-
sing needs of the sister service%, has brought many of the tools of decision-
making to the ultimate user rather than simply the C2 manager. This decentra-
lization may introduce risk if procedures are not properly organized in
advance but time from decision to execution is reduced by this form of verti-
cal divestiture. The PROPHET system (and its variants) developed by NOSC is
one of the first successful examples of a full class of computer-based deci-
sion-aids at HF.

Human operators are the controllers in most operational HF radio systems,
but it is evident that modmrn technological advances are changing the archi-
tectures of the next generation systems. Adaptive HF schemes are leading to
fundamental improvements in the potential for an improvement in HF communica-
tion performance. Automation is the key to effective sytem management and
control, and the incorporation of RTCE is an essential ingredient along with
the availability of fully-adaptive system components. These components include
those which permit changes to be made in selected parameters at various lev-
els: i.e., the transmission level, the link level, the network level, and the
overall system level. Figure I gives a picture of the decisions which may be
involved in the operation of an adaptive HF system.

The role which RTCE plays in the optimization of HF performance has been
dealt with extensively in the literature (viz., see Oarnsll C1986]). It is
obvious that RTCE schemes should be imbedded within the HF system itself for
maximum effectiveness; nevertheless relatively successful exploitation of non-
organic and "out-of-band" ionospheric sounding systems has been well docu-
mented. These systems, such as the well-known AN/TRQ-35, provide the system
manager with the information which may be used to select the best available
frequency for transmission. There are a number of other "systems" which are
available for use as sources of RTCE information. Systems which incorporate
Automatic-Link-Establishment(ALE) and Automatic-Link-Maintenance (ALM) require
that RTCE data be assessed either implicitly or explicitly. The hierarchy of
HF ALE systems has described by Harrison E19873. Harrison identifies ten
"logical and unique functions which are critical to automatic linking in the
HF environment". The so-called standard levels of automated HF sytems des-
cribed by Harrison (and depicted in Figure 2) have been characterized at a
recent HF information exchange meeting [JTC3A, 19893 as the "stairway to
heaven". In the world of HF, each increasing order or level of automation
proceeds logically from the lowest adaptability quotient to the highest. Level
one corresponds to a "plain vanilla" (non-adaptive) radio and the ultimate
system at level ten corresponds to a full complement of adaptive features. It
is noteworthy that level 10 functions would be based upon HF-ALE operational
rules which would be designed to duplicate the skill levels of experienced HF
operators and system managers. Clearly expert system methodologies apply in
the realization of Harrison's model of HF system automation.

Artificial Intelligence (AI) schemes have recently been described in

connection with the battlefield spectrum management (S'M) problem [Mnrcurf et
al, 19973. In the BSM arena, automation concepts for system control and opera-
tion are driven by Increased complexity of the newer and more versatile
radios, the need to coexist with a proliferated equipment environment, and a
requirement to improve reaction time. On top of this we must also optimize
performance in an HF channel which exhibits time-varying capacity. Approaches
to HF system design based upon Al disciplines have been discussed by Jowett
C19873.

2.2 Emitter Location Systems

High-Frsquency-Oirection-Finding (HFOF) is the subject of a text by
Gething 11978 and abstracts of the early research has been compiled by Tra-
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ver* and Hixon [19663. One of the obvious applications of direction finding is

emitter guolocation, and the ionosphere is a primary component of error in

this process. Large aperture Circularly-Disposed-Array-Antennas (CDAAs) domi-

nate in the world of long-haul HFDF. These systems, which typically measure

only the emitter bearing, are operated in a network configuration to provide

an estimate of target position by the process of triangulation. Although there

may be some problems arising from association of specified signals from netted

*CDAAs, the system of bearing-only measurement works quite well for emitters

located at distances of the order of 500 km or longer.

Large arrays consisting of log-periodic antennae have also been deve-

loped. This alternative may be configured to provide elevation and azimuth

estimates. Both this scheme and the CDAA are suitable for fixed-site installa-

tions.

The US Army fielded a system (the AN/GSQ-85) which had an array dimension

of about 150 meters in the decade of the seventies. This array provided both

azimuth and elevation information to obtain target position by the so-called
Single-Site-Location (SSL) method. Over the years, considerable amount of work

has been carried out by Southwest Research Institute (SWRI) in connection with

SSL; and systems have also been developed by Sanders Associates and Technology

for Communication International (TCI).

The SSL approach has been described by Bennett and Jenkins [19823, Baker

and Lambert [1988], Jeffrey et al C1986], and two papers by McNamara 11988a,

198ab].

Other methods have been used to measure emitter location, and a prominent

example involves the measurement of the Time-Difference-of-Arrival (TDOA) of

the target signal by exploiting accurate time-tagged measurements at three

separated sites. This method requires information about ionospheric reflection
height. One or more appropriately-located sounders are required to correct for
tilt effects which may otherwise vulgarize the results.

Ross C19473 showed the degradation in bearing angle as a function of

distance to the emitter. The bearing errors are quite striking at the higher

elevation angles and once again ionospheric tilts are the designated culprits.

There is a tradeoff between antenna aperture and (emitter) signal averaging

time, with greater averaging n cessitated if the aperture is small.

There is a definite requirement for location of HF emitters in the tacti-

cal environment for which source distances may be less than 500 km. As indi-

cated in the previous paragraph, tilts may introduce a relatively large azi-

muthal error in this regime which is sometimes referred to as the Near-

Vertical-Incidence-Skywave (NVIS) mode of propagation. This mode presents a

technical challenge for HFDF. The SSL Method is often considered in the quest

for a solution to the geolocation problem associated with NVlS signals. Even

so, the SSL method also experiences a difficulty with overhead tilts. This is

not only a matter of inexact ionospheric specification, but ray propagation as
well.

3.0 TYPES OF DECIIONS TO BE MADE

The classes of decisions associated with HF systems may be conveniently

broken into levels all of which are consistent with the overall requirement

involved. The more adaptive we desire to make a system, the more we must

strive to place real-time-decIsion (RTD) capability at the lowest possible

levels.

Real-Time-Channel-Evaluation (RTCE) systems aid in this process and RTCE is

actually a sub-category of a more general class of capabilities which we shall

refor to as Real-Time-Decision-Aids (RTOAI.

We shall deFine RTDA to be a class of functional capabilities or systems

which allow for decisions to be made at the specified system levels and at

designated times. While highest-level system-wide decisions may be made 
in

real-time, they are more likely to be required in the operational planning

phase where the greatest lead times are involved. 
The lowest-level decisions,

on the other hand, may not be made in advance. These decisions place the

greatest stress on the performance of the system in terms of speed and

accuracy. Automation is clearly the key at this basic level, and human inter-

vention must be minimized.

The decision tree may be viewed as a set of discrete levels oven though

it is more probably a continuum (involving leaves as well as branches).

3.1 HF Communication Decision Aids

It is worth remembering that the nature of the Ionosphere may introduce

major changes in the level (or order) of decision. A major propagation distur-

bance, for example, may necessitate a system-wide decision. In the context 
of

communication, a switch in media (say from HF to MF groundwave, meteor burst,
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or even satellite) may be required. Pomsibly an HF network decision may suf-
fice to circumvent a disturbance. Another strategy is to relax the adaptivity

requirement and opt for a class of robust procedures. This class of schemes

has been developed over the years in the context of the nuclear environment

for which message integrity is essential and high data rates are not. In the

example Just presented, we find that media diversity is specified up-front in
a robust deeign, and there is no decision to be made. In short, for robust

designs, we opt for reduction in throughput (but at greatly reduced risk) ;but

for adaptive designs, we engineer the system for maximum capacity (but with
greatly increased risk). The risk factor is related to the performance of the
RTDA's which may be incorporated into the adaptive system.

As we have suggested, information type and rats naturally depends upon
the level of decision to be made. Starting at the lowest level, information
detailing the channel at (fixed frequency) is required but this information
must be obtained and exploited at a speed which is faster than the time
constant of the ionosphere. In the parlance of adaptive HF, the so-called
learning constraint must be satisfied. The decision aid in this case is a
training sequence which may precede the traffic or be imbedded in the waveform
itself. The decision (which is really an ionospheric compensation) is made by
an intelligent modem. The decision process is dependent upon another condition
being satisfied; namely the diversity constraint.

At the next level up, we have decisions which involve link-level opera-
tions.

At an Intermediate level, decision aids are less sensitive to details of
ionospheric structure and motion. Accordingly, the temporal and spatial reso-

lution associated with media sampling (via RTCE) is relaxed. Sounding systems
may be utilized at this level to specify the general amount of spectrum space
available (i.e., the LOF to MOF band).

Other classes of RTCE may also be exploited at this level, and they
include various schemes, a popular one being a variation of the pilot-tone
concept.

Sounder-updating is a method of major interest and the subject has most
recently been described by Goodman and Daehler E1988]. Some models are more
useful in the update mode than others, and this matter has been investigated
by Reilly and Daehler t19b63. It must be remembered that the update method is
principally of interest in the context of the non-cooperative link or when
handshaking is not advisable or possible. Additionally, it is obvious that
models which are updated by ionospheric probe/sounder data provide for no
prediction improvement if the model is exercized at the "control point" asso-
ciated with the enabling update. By the same token, ionospheric sounder data
loses considerable value if it is exploited in an environment for which the
communication path and sounder path "control points" are widely separated. The
marriage of the sounder data with an appropriate model therefore provides for
a degree of performance improvement in the denied area situation.

3.2 Emitter Location Decision Aids

In the HFDF arena, ionospheric impact is greatest when using the SSL
method. Again, we may consider decision aids at the highest level down to the
lowest. At the highest level, the planning aspects predominate, and models may
be exploited to ascertain the intercept probability of various classes of
signals under median ionospheric conditions. This problem is similar in prin-
ciple to the climatological prediction of Jamming threat.

RTCE data may also be used to advantage at lower levels in SSL system
management and operation. In general, we may obtain information from the
following RTCE systems:

a. Ensemble of cooperative HF emitters
serving as check targets

b. Sounders (vertical and oblique)

c. Ovar-trs-Horizon (OTH) radar

d. Satellite-borne sensors to sample

denied areas (i.e.,topside sounders
and UV imaging systems)

e. The target emitter itself

Since a and b above are associated with paths which will not be coinci-
dent (in general) with the wanted signal, we will be dealing with a situation
in which the ionospheric assessment may be uncorrelated with the path for
which ionospheric information is required. On the other hand, c, d, and a
contain information about the path of intereet. OTH radars and satellite
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systems are expensive and the incorporation of such systems for the sole
purpose of ionospheric compensation for HFDF would be unaffordable. The pro-

cess by which propagation data may be extracted from the target emitter signal
pattern for ultimate exploitation in ionospheric compensation is complex;
suffice it to say that category e must be combined with one or more additional
RTCE schemes.

Sounder update methods would appear to have the greatest application in
the context of HFDF.

4.0 LIMITATIONS ON SYSTEM PERFORMANCE IMPOSED BY THE IONOSPHERE

The fundamental limits are imposed by two factors which are difficult to
separate: propagation (magneto-ionic properties, anisotropy, dispersion) and
medium (including ionospheric structure and dynamics).

For HF communication ,structural details define the impulse response and
the dynamical behavior is central in development of the scattering function.
This information may be obtained from wideband probes [Wagner and Goldstein,
1985). Models of the HF channel have been obtained for both the narrowband
[Watterson et al, 1979) and the wideband cases CNesenbergs, 1987; Vogler and
Hoffmeyer, 1988). Nevertheless these models are not capable of providing the
information required for ionospheric compensation in real time.

HF communication systems differ in many respects, so it is not surprising
that the media constraints are system-dependent as well. Analog systems suffer
from fading problems, and digital systems encounter intersymbol interference
as well. Wideband systems have advantages which are well known. Oiadvantages
are associated with the dispersive nature of the ionosphere. Modern techniques
(RAKE with parallel processors and adaptive equalization) may be used to
achieve implicit diversity.. .thereby compensating for fading effects to a
large degree, and intersymbol interference (ISI) may be resolved as well. Also
such neasures allow for an increased data rate which is normally restricted by
multipath spread. But there are still diversity and learning constraints which
must be satisfied.

Ray tracing methods are finding application, especially in the context of
HFOF and OTH radar. Virtual "raytracing" methods are still used in mainFrame
models such as IONCAP but 3-D raytracing is re-emerging in special applica-
tions. This is significant because with the possibility (indeed the necessity)
of improved ionospheric specification, a far greater burden will be placed
upon the raytracing component in a prediction/assessment algorithm. 3-0 ray-
tracing methods are now being applied in instances which require an accurate
relation between known launch angles at one end of the ray path and geoloca-
tion at the other end. A well-known 3-D raytracing program, based upon numeri-
cal solution of the Hamiltonian or Haselgrove equations was developed by Jones
and Stephenson [1975). Recently, Reilly and Stroble [1989) of NRL have deve-
loped a 3-0 raytracing code based upon an analytic solution of the Euler-
Lagrange equations for each raypath increment. These wcrkers also combined the
code with a climatological model [Thomason et al, 1979).

5.CONCLUSION

In conclusion, we have shown that decision aids come in many forms and
address a variety of problem areas. Ionospheric specification is the central
ingredient for which algorithms are required in specified decision aide.
Future aids will incorporate RTCE to a greater extent than found in current

systems. Improvement in ionospheric (and equivalently HF channel) specifica-
tion brought about by RTCE incorporation, and the transformation of derived
information into parameters which will allow for ionospheric compensation is
urgently required for any significant improvement in HF system perfomance to
be realized. In addition to an improved specification of the ionosphere, it is
essential that state-of-the-art 3D raytracing techniques (including magnetic
field effects) be incorporated into the codes. This statement is most appro-
priate for HFDF applications.

Future decision aids must provide timely assessment of local and remote
tilts as well as their predicted behavior. They must provide for a timely and
accurate specification of the position of circumpolar features such as auroral
arcs, the midlatitude trough, and the polar cap. Also, for operation in the
trans-equatorial environment, a precise assessment of the Appleton anomaly is
needed.

Currently there are a number of initiatives directed toward the improve-
ment of global ionospheric models, and work is also being undertaken in the
area of HF propagation modelling. NRL is continuing the development of an
oblique-sounder data base for use by the scientific community, although the
progress has been slowed due to a reduction in support. Several ex*arimental
data collection campaigns have been initiated in the last few years and an
international program to monitor calibrated HF transmissions has been pro-
posed. Unfortunately this activity is only loosely coupled with the develop-
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mnt (and deployment) of a variety of RTCE devices. Coordination of the vari-
ous model studies and RTCE experimentation i urged to allow for the develop-
ment of more efficient RTDAs and decilon aide in general.

Finally, it should be recognized that existing (main frame) physical
models of ionospheric behavior are not suited to provide the detailed real-
time information required in advanced HF systems. Recognized HF propagation
models such as IONCAP are no better in this context. Both classes of models
improve considerably when specified parameters are "updated". This is espe-
cially true of F region parameters which are principally driven by
atmospheric/ionospheric dynamical and diffusion processes. These processes
resemble a type of chaos which is not amenable to prediction. Fortunately the
ionospheric "state" -- once specified -- does obey certain general rules in
terms of its spatial and temporal correlation. As a result of this property,
model update approaches have found application in (a) the forecasting of
system performance over uncooperative links, and (b) ray tracing within denied
areas. Models which are used in this way may be decidedly inelegant.
Accordingly, simple PC-based models will suffice for most real-time

applications (i.e., RTDA). The large physical models have their greatest
application in the long-term prediction process, and if coupled with a
suitable propagation sub-model, compare well with climatological propagation
models such as IONCAP, RADARC, and AMSCOM. By far the greatest value which
will acrue from development of theoretical (physical) models Is the insight

they provide. They are well suited for sensitivity analyses, while other
models are not optimized for that purpose.
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DISCUSSION

D. YAVUZ, TUR

Could you comment on the following observation: the HF band is densely occupied, i.e.
it has on the average about two orders of magnitude higher radiated electromagnetic
energy per Hz (or KHz etc.) than other bands. This results in very high levels of
random interference. Thus even if we had a perfect ionospheric propagation model as
a decision aid, this would not imply a good communications performance. Is there not,
therefore, a danger in "overrefining" HF propagation models at the expense of efforts
to improve link/network layer protocols which would provide much more cost effective
improvements in overall communications performance/service.

AUTHOR'S REPLY

Yes, there is always such a danger in situations as complex as HF system design and
operation. Certainly even a "perfect HF propagation model" is not the only decision-
aid" we must consider. As you point out, other "models" from which network and link
level decisions are based must also be included in the mix. Efforts to improve
link/network layer protocols should, I feel, proceed in parallel with HF propagation
model improvement. I also suspect that better HF propagation models (properly updated
using appropriate real-time channel evaluation methods) will reduce to some degree the
complexity of protocol development and application. Moreover, better propagation
assessments have unique applications in the ECK arena and in non-cooperative HF
communications.
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SUMMARY

This paper describes the long wavelength propagation capability of the Naval
Ocean Systems Center. This capability applies the concept of the earth-ionosphere
waveguide to very low frequency (vlf: 10 kHz to 30 kHz) and low frequency (if: 30 kHz
to 100 kHz) radio propagation. It is used to perform assessment of communications
coverage at long wavelengths via graphical displays of signal strength and signal to
noise over individual propagation paths and over large geographical areas.

The propagation assessment capability is a collection of computer programs which
are exercised separately or in sequence depending on the application. The execution of
these individual programs for purposes of obtaining coverage maps can be set up by a
driver program which automates the process. At the present time, this driver program
implements the sequencing of the programs via Digital Equipment's VAX VMS control
language.

The automation of the calculations depends on accurate specification of the param-
eters of the earth-ionosphere waveguide. The driver program contains models for these
parameters which have been developed over a number of years. The model of the iono-
sphere is an approximate one which characterizes the conductivity as an exponentially
increasing function of height. Some allowance for the nighttime differences between
temperate and polar latitudes is made. The lower boundary of the waveguide is defined
by a detailed ground conductivity map based on geological formations.

INTRODUCTION

The model of longwave propagation developed at the Naval Ocean Systems Center is
based on the concept of the earth-ionosphere waveguide (Budden, 1961; Pappert, Gossard
and Rothmuller, 1967). Signal levels are found by obtaining modal solutions to the
specific waveguide under consideration. Complicated propagation paths are treated as a
series of horizontally homogeneous segments. The parameters of the segments are deter-
mined by the local values of ground conductivity, the magnitude and orientation of the
gemagnetic field and the state of the ionosphere.

A widely used computer program which makes the necessary calculations for a single
horizontally homogeneous earth-ionosphere waveguide is "MODESRCH" (Morfitt and Shell-
man, 1976). An improved version of MODESRCH", named "MODEFNDR", has recently been
developed (Shellman, 1986). This latter program is an important component of the propa-
gation capability and will be denoted by "NF". Introduction of varying earth-ionosphere
waveguide parameters in this model is processed by the Segmented Waveguide program,
denoted as "SW", (Ferguson and Snyder, 1986). It requires as input an initial set of
waveguide parameters and associated mode solutions. The initial waveguide parameters
need not be at the transmitter. The program then extrapolates the solutions as the
waveguide parameters vary with distance from the transmitter.

The mode solutions calculated along a propagation path are ultimately used to
obtain signal strength. After the mode solutions have been obtained, the strength of
the electromagnetic field along a path can be determined using one of two mode conver-
sion models, one denoted "FULLNC" (Pappert and Shockey, 1972) and the other denoted
"FASTMC" (Ferguson and Snyder, 1980). "FULLMC" does full wave calculations in the
process of calculating mode conversion coefficients and can be quite slow in execution
time; whereas, "FASTMC" is an approximate model and runs quite quickly. The two pro-
grams generally produce comparable results (Pappert and Ferguson, 1986).

After defining the propagation path (direction, length, frequency, etc.), the
nrocess of obtaining accurate solutions to the earth-ionosphere waveguide along the
,ath involves determining the proper path segmentation by consideration of the varia-
tion of the ionospheric profiles, orientation of the geomagnetic field and the ground
conductivity. The solutions can be quite sensitive to small changes in parameters of
the earth-ionosphere waveguide. In addition, paths in the earth-ionosphere waveguide
can experience large changes in ground conductivity such as are encountered in going
from sea water to thick ice caps (Greenland). Because the mode solutions are dramati-
cally different between sea water and ice, it is not possible to determine the mode
solutions for one ground conductivity using the solutions for the other. Therefore, the
extrapolation procedure used by "SW" fails across such changvs.

A driver program has been developed to automate the execution of programs and
maintenance of the files required to obtain the final output. It is also designed to
mitigate some of the problems described above. It sets up files for input to and execu-
tion of the basic programs "MF" and "SW". The outputs from these runs are then concate-
nated for use in either of the aforementioned mode summing programs. However, the
driver program currently sets up execution of the approximate mode summing model.

The current implementation of the propagation capability is being developed on a
Digital Equipment VAX computer operating under the VMS operating system. The command
files which are created by "PRESEG" contain instructions for establishing temporary
files which are used by a procedure written in VMS. It sets up data files for "MF" to
obtain starting mode solutions for a specific segment on the propagatin path. These
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starting solutions are input to the program "SW" which attempts to obtain solutions to
aseries of homogeneous segments along the propagation path using an extrapolation

procedure. This procedure may fail to reach the end of the propagation path for a
number of reasons. The status of the execution along the path is checked by the VMS
driver. Depending on this status, the procedure sets up another execution of "MF" in
order to continue execution of "SW" at the current segment or it skips the current
segment and continues with the next one.

GEOPHYSICAL MODEL

Geometrically, a propagation path is a great circle on the surface of the earth
which passes through the transmitter. The path setup program determines the ground
conductivity and dielectric constant, the orientation of the geomagnetic field and the
solar zenith angle at the transmitter and at successive points along the path separated
by small, fixed distance intervals, . The ground conductivity model is derived from
that of Morqan (1968). This model has 10 levels of conductivity with 0.5" resolution in
latitude and longitude.

The solar zenith angle is used to specify the ionospheric profile at each path
point. For nighttime paths, the geomagnetic dip angle is also used to specify the
ionospheric profile. There are two transitions in the ionosphere. One of these is from
day to night. The other transition occurs along paths which are in night that pass from
low and middle geomagnetic latitudes into or out of polar latitudes. The daytime iono-
sphere is specified for solar zenith angles less than 90" and the nighttime ionosphere
for solar zenith angles greater than 99". The nighttime latitudinal transition from
middle to polar latitudes takes place between geomagnetic dip angles of 70' and 74',
although the user has control over this range of values.

The ionospheric profile model is defired by an exponential increase in conductivi-
ty with height specified by a slope in km

-± 
and a reference height, h', in km. A value

for the slope and h' is required from the user for both daytime and nighttime at two
frequencies. Linear interpolation is used to obtain two values each of slope and h',
one for day and one for night, at the user specified frequency. These two values are
used to define 5 horizontally homogenous segments. Each segment is characterized by a
slope and h' which is obtained by linear interpolation between the day and night
values. These 5 segments define the basic dawn/dusk transition. When the path is fully
night, h' also depends on the geomagnetic dip angle. This dependence is chosen so that
the h' for the polar nighttime ionosphere is the midpoint of the intervals between the
daytime and nighttime as illustrated in Figure lb. These polar values will be denoted
by the subscript 'P'. This crude model is used in order to develop a reasonable set of
ionospheric profiles to handle all of the transitions. A more sophisticated model is
not warranted due to a lack of data. However, the parameters are easily modified by the
user for special studies.

Day Night

90 91.8 93.6 95.4 97.2 99
Solar Zenith Angle

A: The ionospheric day to night transition.

I-
Mid-latitudes I _ Polar Cap

------------------------------+-----------------+-----------------------------------
70 72 74

Magnetic Dip Angle
B: The ionospheric polar cap transition at night.

Figure 1: Illustration of the e)nospheric transitions.

A useful model of the ionospheric profile can derived from Morfitt (1977), Fergu-
son (1960) and Morfitt, Ferguson and Snyder (1981). This model defines the daytime
ionosphere by a slope of 0.3 and an h' of 74. The nighttime ionosphere is more compli-
cated in that the slope varies linearly with frequency from 0.3 at 10 kHz to 0.8 at 60
kHs. The low- end mid-geomagnetic latitude nigihttime ionosphere is characterized by an
h' of 87 while the polar nighttime ionosphere has an h' of 80 km. Values of these



10-3

transition parameters at 30 kHz are found in Table 1. Figure 2 illustrates the two
transitions as they would be defined along a hypothetical path which traverses the pole
from day to night.

Table 1: Transition Parameters

Solar Zenith Angle slope h' Magnetic Dip Angle
X<90 (Day) 0.30 74.0 D<70

90 <X<91.8 0.33 76.2 70<D<72
91.8<X<93.6 0.37 78.3 72<D<74
93.6<X<95.4 0.40 80.5 74<D<90 (Pole)
95.4<X<97.2 0.43 82.7 72<D<74
97.2<X<99 0.47 84.8 70<D<72
99 <X (Night) 0.50 87.0 D<70

-1
Day Polar Cap I- Night

h'-74 76.2 78.3 80.5 82.7 84.8 87

_1 _ I _ I I 1_1_1
X-90 91.8 93.6 D-74 72 70

Figure 2: A hypothetical trans-polar path which crosses the dawn/dusk line.

Once the ground, ionospheric and geomagnetic parameters have been determined,
several tests are made on the parameters to determine if the path point should be
saved for further processing. A path point is always used if the ground conductivity or
the ionobpheric profile changes from the values found at the previous point on the
path. Additional points are used depending on the ionosphere and the direction and
geomagnetic latitude of the point. However, the min-imum separation between path points
is 100 km. The decisions to use any point depends in large part on how the waveguide
mode solutions vary under differing ionospheric conditions and from one geomagnetic
condition to another. For example, propagation anisotropy is considerably diminished
under daytime conditions as compared to nighttime conditions. Therefore, the variation
of the geomagnetic parameters between points on the path is allowed to be larger in
daytime than at night. An additional consideration is the balancing of the complete-
ness of the mode searching routine used in "MF" with the speed of the extrapolation
routine used in "SW".

BASIC INPUT TO THE SETUP PROGRAM

Basic input to the setup program consists of a case identification, file identi-
fication, the transmitter location and frequency, the date and time. The propagation
paths may be specified in either of two ways, the maximum distance and a series of
bearing angles of the propagation paths or the limits of an area for coverage analysis.
A specific propagation path can be defined by using the coordinates of a receiver or
by using a single value of bearing. Alternatively, a fan of bearing angles may be
specified. The purpose of such a fan is to generate data for paths which will cover a
specific operating area or a large geographic area. The simplest fan consists of propa-
gation paths at bearings of 0 through 350", in increments of 10". A more complete fan
of bearing angles is obtained when the boundaries of an operating area are specified.
In this case, the bearing angles are generated in 10' increments sufficient to cover
the operating area. Additional bearing angles (with 3" resolution) are generated as
necessary in order to ensure that enough paths are generated to include areas of the
earth's surface which have ground conductivity l3e than 10- S/a. These additional
paths are generated on the basis of the ground conductivity map included in the model.

COMMAND FILE GENERATION

The result of the path segmentation described above is a list of points which
indicate changes in the ground conductivity or ionospheric profile. The basic strategy
of the automated procedure is to rearrange this list so as to produce a set of points
which are uniform in conductivity and ionospheric profile. The resulting sequence of
segments may not be contiguous with respect to distance. However, the mode extrapola-
tion procedure of "SW" can be employed to quickly obtain the waveguide mode solutions
for the segments which have a common ground conductivity and ionosphere. Since the
rearrangement of the segments is based on a predetermined order, it is even possible
that the first segment to be processed is not at the transmitter. The use of a mode
conversion model to obtain the signal strength as a function o! distance allows for the
fact that adjacent segments along a path may contain different waveguide mode parame-
ters.

The VMS driver is used to control the order of execution of "NF" and "SW". The
driver starts at the first point in the list of segments. It sets up an "NP" run using
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the appropriate wavguide parameters for the point in question. "MF" is executed and
its output is used to provide starting solutions to "SW" which is then executed for the
remaining segments which have the same ground conductivity and ionosphere. If "SW"
fails to duplicate the input solutions obtained from the "MF" run, then the VMS driver
skips the segment. If "SW" fails at some other segment, then the VMS driver starts a
new ")F" execution at the point of failure in order to get new starting solutions for
"SW". When the end of all of the segments is reached, the output from all of the "SW"
executions is rearranged to be in order of increasing distance. This output is then
checked for missing segments. If none of the segments have been skipped, then another
VMS procedure is executed to delete the command and log files. If any segments have
been skipped, then the command and log files are saved for examination and subsequent
correction. In any case, upon completion of the current path, the command file for the
next path in the set is started. If the current path is the last one, then the mode
summing program is executed.

ATMOSPHERIC NOISE

In cases for which a series of propagtion paths are produced, the output from the
mode summing program is signal strength along the same series of propagation paths.
These data can be used to map the signal strength onto a geographical display for
analysis of coverage. A critical component of such analysis is determination of the
levels of atmospheric noise within the area of interest. Three models of atmospheric
noise are widely used. Two of these are based on the models and data of the CCIR. The
first noise model is designated ITS. It is derived from mapping in Universal Time by
Zacharisen and Jones (1970). This model is based on CCIR-322 (1963). A new noise model,
designated NTIA, has been developed by Spaulding and Washburn (1985). These two models
use sets of numerical coefficients to produce values of atmospheric noise at a speci-
fied location, season and time. The models are valid from 10 kHz through 1 MHz. The
third model of atmospheric noise was developed by Maxwell et al. (1970). This model is
designated WGL and is valid only from 10 to 30 kHz. The WGL model uses a data base
consisting of thunderstorm activity and a simplified propagation model to compute the
strength of atmospheric noise. Even though the propagation model is simplified, the
combination of large numbers of thunderstorms and propagation calculations makes deter-
mination of atmospheric noise with this model quite slow.

In the sample case to be presented below, the area of interest is the Mediterra-
nean Sea. Maps of noise in dB above luv/m for each of the noise models are shown in
Figure 3. These maps show contours of constant noise level. The maps for NTIA and WGL
are similar but the ITS model is 3 dB higher in the eastern part of the area. It should
be noted that this agreement in the Mediterranean Sea is not the case in general. There
are regions of the world where the difference among the models is tens of dB.

Hlis: Iten Jul 150OUT 1O00Hz

10.2 kHz Noise
Ez 501
Level SA SO

62 --.. 6. 7.

61 -. 18. 12.
- 60 ....... 34. 27.

59 63. 62.
58 79. 69.

'..57 .. . 92 82.

0 30E

Figure 3a: Map showing atmospheric noise from the ITS model.
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Noise: ntls Jul 150OUT OOOHz

10.2 kHz Noise
Ez 501
Level %A S0

59 7. 8.

58 - 19 . I:.

57....... ... -1556 . . . 55. 56.

55 ....... 68. 63.a,54 80. 71.

53 96. 90.

30N
0 30E

Figure 3b: Map showing atmospheric noise from the NTIA model.

Noise: deco Jul 15. 1998 150OUT iO00Hz

10.2 kHz Noise
Ez 50%
Level %A SO

59 7. 5.
.-58 24. 15.

- .~5 7.
56 69. 63.
55 ....... 77. 68.

ACWW\54 84. 71.
53 88. 75.

30" 0
0 30E

Figure 3c: Map showing atmospheric noise from the WGL model.

SAMPLE CASE

A sample case of coverage of the Mediterranean Sea at 10.2 kHz from the OMEGA
transmitter located in North Dakota, USA, is presented to illustrate the coverage
model. The date and time is chosen to give all day-time conditions between the trans-
mitter and the Mediterranean Sea. Figure 4 shows the Mediterranean Sea and the trans-
mitter. The operating area is shown in the lower right hand corner of the large area.
The propagation paths which are used to span the operating area are shown in this
figure. The dots which appear along each path indicate the boundaries of individual
segments. As discussed above, these boundaries are chosen on the basis of ionospheric,
geomagnetic and ground conductivity changes. In particular, for the problem being
considered here, the segmentation is principally controlled by changes in ground con-
ductivity. It is noted that Greenland has very low conductivity which produces dramatic
effects in the coverage maps to be shown later.
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g0w sow 30W 0 30E
Figure 4: Map showing transmitter and operating area.

Signal strength in dB above 1 uv/m as a function of distance along the moat north-
erly path in shown in the top panel of Figure 5. The corresponding result for the most
southerly path is shown in the bottom panel. For reference, in each of these panels are

lines indicating the variation of ground conductivity along the path (the line nearestthe bottom) and the ionospheric height (the second line fros the bottom). In the toppanel, the effect of the very low conductivity of Greenland is seen in the rapid drop
in signal strength between 3800 and 4300 km.

so
>

S60

o 40
M

B20

-0

0 2 4 6 a 1
Ditne(Mm)

OMEGA coverage of the Mediterranean Sea
xmtr-id freq tHat tion brng pwr in hdg talt ralt
Njjakota 10.2 46.4 98.3 24.0 10 0 0.0 0.0 0.0

80

S60

o 40

B20

20 _ _ _ _ _ _ _ _ _

Distance (Mm)
OMEGA coverage of the Mediterranean Sea
xmtrlid fre0 tiat tion brng pwr in hdg talt ralt
N-Jjakota 10.2 46.4 98.3 72.0 10 0 0.0 0.0 0.0

Figure 5: Plot of signal strength vs. distance for two paths.
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The effect of the low conductivity of Greenland is even more dramatic in Figure 6
which shows contours of constant signal strength over the operating area. The very
close spacing of nearly parallel contours in the eastern half of the area is due to the
large signal losses caused by Greenland. These closely spaced contour lines disappear
when the paths from the transmitter to the operating area pass below Greenland. Incor-
poration of the noise data gives maps of signal to noise ratio. The map shown in Figure
7 was generated using the NTIA model. The time availibility is determined by assuming
Gaussian statistics.

xmtr.Jd let Ion dB in hdg ht hr stn prfljd file
NJakota 46.4 98.3 10 00 000 0 0 0.0 All day ndekote_Nediterr

10.2 kHz Signal"- \".Ez 90%

.. Level %A SO
33 . 4. 9.

"I30.........17. 25.

~. \ ~24 -- 60. 67.
21 66. 74.
I8 71. 77.t5 ....... 74. H1.

9 . 81. 89.

30N
0 30E

Figure 6: Plot of signal strength over the operating area.

Xstrjd let lon dB In hdg ht hr etn prflid file
NDakota 46.4 98.3 10 00 000 0 0 0.0 All day ndakotaMedtterr

Noise: ntis Jul 150OUT 1O00Hz

10.2 kHz S/N
\Ez 90%

,Level %A SO

- - / -24 3. 6.

30 21. 91-3 3 . . . 3 4 . 4 2 .

-36 ....... 52. 59.
-39 84. 69.

t11-42 66. 74.

• -48 . . . 74. 81.

30N
0 30E

Figure 7: Plot of signal to noise ratio over the operating area using NTIA.
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A 5mni n Syotem with on Adaptive Multi-Functional Architeiture.
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Within NATO's area of operations, high frequency (HF) channels exhibit an inherently
variable capacity. Furthermore there is also a wide geographical variety of noise
sources; in North America atmospheric noise is significant whilst, In Western Europe, a
dominant noise source is co-channel interference. A communications system which can
operate across this whole region needs to be both highly adaptive and have a real-time
channel evaluation (RTCE) capability. To allow a system to manage multiple adaptive
components in an optimum manner whilst the system configuration and RTCE data vary, a
multi-functional regime Is proposed. This paper describes the design and implementation
of such an adaptive, multi-functional communications system.

I. Introduction.

A radio communication system's parameters will tend to vary to some degree with
time. The parameters may vary on a short-term basis because of path conditions or on a
longer-term basis due to component drift etc. In addition to this the architecture of a
system in terms of the level of privacy, degree of error control, and even the required
number of users, are factors which can vary with time. The aim of the research programme
described in this paper is to design and test a system which can adapt to both short-term
and longer-term variability of a communication channel.

In order to produce the type of system indicated above, some form of unifying design
concept was deemed necessary. The particular nexus used here is multi-level complemen-
tary sequence sets. The synthesis of such multi-level sequences and uncorrelated multi-
level sequence sets constitutes novel work and is described In section 2. These sets are
integer multi-level codes, unlike Sivaswamy's complex multiphase codes described in
reference 1.

Since these complementary sequences are pseudorandom in nature, they can also be
used to generate real-time, channel state datale for embedded real-time channel evalua-
tion (RTCE). This can then be used to provide the necessary assessment of path quality
to initiate control strategies in an adaptive architecture (21.

The uncorrelated nature of the sets allows multi-user communications through the use
of code-division multiplexing (CDM). Varying the length of the sequences used will alter
the throughput and can be used to give a varying level of error control by introducing
increased levels of redundancy. With the possible Inclusion of encryption, interleaving,
and by varying sequence length, data security can also be adjusted. In addition to these
system parameters, multi-level sequence sets allow the degree of diversity to be adap-
tively varied through altering the number of levels in a particular set. If the levels
are coded as different frequencies this will also alter the modulation. The system can
be run either synchronously or asynchronously as the required throughput and channel
conditions vary. Further, the length of the pseudorandom sequences will change the
quality of embedded RTCE data that can be extracted.

The adaptive functions of the system are therefore:

I) Number of users.
2) Privacy/securlty,
3) Error control,
4) Diversity processing,
5) Modulation,
6) Synchronisation,
7) Quality of RTCE data.

The use of uncorrelated, multi-level complementary sequences can potentially provide all
the above attributes to some degree. Hence this forms the basis of a multi-functional
system, as defined in reference 3.

The system described here is designed parti.cularly for the HF band, since this is an
area where considerable variability of channel conditions occurs and consequently a
highly adaptive system is ideally required (4]. It is planned that a meteor-burst orien-
tated version will also be implemented since this is another area suited to a highly
adaptive system (5].

2. fLhS 3_Yn~theg oA Multi- level 92u2Llegenr Seuncs

2.1 Introlucti l J MWJfla Definition.

In reference 6, Golay defines a pair of binary bipolar complementary sequences as
two, equal-length sequences which have the property that the number of pairs of like
elements with any given separation in one sequence is exactly equal to the number of
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pairs of unlike elements with the same separation in the other sequence. This property
leads to the characteristic form of the summed non-periodic autocorrelation function
(acf) for a pair of binary complementary sequences, viz. that the sum of the individual,
non-periodic acf's of the two sequences at corresponding time shifts is always zero,
except at the zero-shift (in-phase) position where it takes the value 2N. N being the
number of bits in each sequence.

Normally, n
N = 2 in integer) (1)

When the number of sequences in a complementary set is extended beyond two, the
original definition is no longer appropriate and a definition directly related to acf
properties has been adopted, i.e. that the sum of the individual non-periodic acf's of
all members of the set is zero at corresponding sh.fts except at the zero-shift position
where the summed acf will take a value equal to the sum of the squares of all digits i:
all sequences of the set. This definition is also applicable to sets of non-binary
(multi-level) complementary sequences.

For completeness: a pair of uncorrelated complementary sequence sets is defined as a
pair of sequence sets for which the non-periodic cross-correlation function (ccf) values
for corresponding sequences in each set sums to zero at all corresponding time shifts.
This Is the property of these sets which makes thes suitable for CDM. For example, the
two binary sequence sets, each comprising four sequences

Set (a) Set (b)

sequence 1: .1.+I,+I,+ -,+I.,-l.+l
sequence 2: +i,+l.-l,-l -l,,,-l
sequence 3: -1,+1-1,+1 +1,+I + (2)
sequence 4: -1,+1,+1,-1 +1,+1,-1.-1

are both complementary and uncorrelated in the sense indicated above. This Is demon-
strated below by showing their respective acfs and the ccfs of corresponding rows:
The autocorrelation functions of set(a);

row i: 1. 2, 3, 4, 3, 2, 1
ow 2: -1. -2. 1, 4, 1, -2, -1 (3)

row 3: -1. 2, -3, 4, -3, 2, -1
row 4: 1, -2, -1. 4, -1 -2, 1

sum: 0. 0, 0. 16, 0, 0. 0.

The ccfs between corresponding rows of sets (a) and (b):

row 1: 1. 0, 1. 0. -1, 0. -1
row 2: -1, 0. 3, 0, -3, 0. 1 (4)
row 3: -1, 0, -1, 0. 1. 0. 1
row 4: 1, 0, -3. 0, 3, 0, -1

Sum: 0, 0. 0, 0, 0, 0, 0.

2.2 Synthesis Procedures for Binary Sets.

In reference 7, recursive procedures for synthesising pairs of binary complementary
sequences are described. Assuming that the length of each sequen:z in a pair is N. if A
and B are sub-blocks of length N/2, then a pair of complementary sequences can be synthe-
sised from the structures:

(a) +A +B (b) +A -B (c) +A +B Cd) -A -8 (5.
+B -A +B +A -B +A +B +A

For example, if A=+l and B=+I then applying 5(a) and 5(b) yields the 2-bit binary se-
quence sets:

(a) +1 +1 b) +1 -1 (6)

+1 -1 +1 +1

which are both complementary. Also, the summed non-periodic ccf between corresponding
sequences of 6(a) and 6(b) is zero for all time shifts, thus demonstrating that the tvo
sets are uncorrelated. Note that the structures 5(c) and (d) also provide a pair of
uncorrelated complementary sets, whereas (a)-(c), (a)-(d), (b)-(c), (b)-(d) do not.

If A and B are now redefined as 6(a) and 6(b) respectively, and the structure of
5(a) and 5(b) is employed again, two uncorrelated complementary sets, each comprising
four 4-bit sequences, result.

i.e. .1 +1 +1 -1 +1 +1 -1 +1

(a) +1 -1 +1 +1 (b) +1 -1 -1 -1 (7)
.1 -1 -1 -1 +1 -1 +1 +1
+1 +1 -1 +1 +1 +1 41 -1

The procedure can again be applied recursively with 7(a) and 7(b) now representing
the basic seed blocks A and B.
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2.3 Synthesis Procedures for Multi-level Sets.

The same basic recursive procedure can be employed to synthesise multi-level (non-
binary) complementary sets. If the integers I and 2 are chosen as A and B respectively
in the structure 5(a), and the integers 3 and 4 as A and B respectively in the structure
of 5(b). the sets:

(a) 1 2 and (b) 3 -4 (8)
2-1 4 3

are produced each of which are complementary. However, they are not uncorrelated because
of the different digit weightings in the 2 sets. If 8(a) and 8(b) are now redefined as A
and B in the structures of S(a) and 5(b), the following sequence sets result:

.1 .2 +3 -4 +1 +2 -3 +4
(a) +2 -1 +4 +3 b) +2 -I -4 -3 (9)

+3 -4 -1 -2 +3 -4 +1 +2
+4 +3 -2 +1 +4 +3 +2 -1

These are both complementary and uncorrelated; the latter property arises because the
sets now have the same distribution of element weights. Again, the synthesis procedure
can be applied recursively to give sets of larger sequences.

2.4 Synthesis of Odd-Lenath Multi-level S Sets.

If columns of "all-zeros" are added to sets 9(a) and 9(b) as shown below:

+1 +2 .3 -4 0 0 +1 +2 -3 +4
(a) +2 -1 +4 +3 0 (b) 0 +2 -1 -4 -3 (10)

+3 -4 -1 -2 0 0 +3 -4 +1 +2
.4 +3 -2 +1 0 0 +4 +3 +2 -1

then these two sets are still complementary and their uncorrelated properties are also
maintained. If a term-by-term addition is then performed on 10(a) and 10(b) a further
set comprising of four 5-digit sequences results, ie.

+1 +3 +5 -7 +4
+2 +1 +3 -1 -3 (11)
+3 -1 -5 -1 .2
+4 +7 +1 +3 -1

This set is also complementary. By augmenting different sets of complementary sequences
with all-zero columns, any length of sequences odd or even, can be generated by
term-by-term addition.

Generally, term-by-term addition of two or more sets of complementary sequences of
the same dimensions will result in a further complementary set of the same dimensions but
different level weightings.

2.5 S 2f Uncorrelated Sets 9f Multi-level Sequences.

Two sets of uncorrelated complementary sequences can be generated by simply using
structures S(a) and 5(b) or structures 5(c) and 5(d) as previously shown. However this
procedure can only generate two uncorrelated sets and for the multi-user system being
considered, more sets are required. The problem is to introduce the other structures
into the construction of the sets. This is done by first using two of the structures to
generate seed sets, which in turn are then employed by the other two structures to gener-
ate the uncorrelated, multi-level, complementary sequence sets. For instance, eight
uncorrelated, B-level, complementary sequence sets may be generated as follows:

(i) Using digits I and 2 form two, 2-by-2 sets, with constructions 5(a) and 5(b). Then
recursively use these 2 sets to generate four, 4-by-4 sets, one by each construction 5(a)
to 5(d). Label these four, 4-by-4 sets, Al to A4.
(ii) Using digits 3 and 4 form two, 2-by-2 sets, with constructions 5(c) and 5(d).
Then recursively use these 2 sets to generate four, 4-by-4 sets, one by each construction
5(a) to 5(d). Label these four, 4-by-4 sets, 21 to B4.
(iii) Form two, 8-by-8 sets, by constructions 5(a) and 5(b), using Al and B2 as the
seed sets.

Form two, 8-by-8 sets, oy constructions 5(a) and 5(b), using A2 and BI as the
seed sets.

Form two, 8-by-8 sets, by constructions 5(c) and 5(d), using A3 and B4 as the
seed sets.

Form two, B-by-8 sets, by constructions S(c) and Sd), using A4 and B3 as the
seed sets.

This procedure is illustrated below.
Stage £iL

(a) 1 2 (b) 1 -2
2-1 2 1

(Al) 1 2 1 -2 (A2) 1 2 -1 2
2 -1 2 1 2 -1 -2 -1
1-2-1-2 1-21 2
21-21 212-1
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(A3) 1 2 1 -2 (A4) -1 -2 1 -2

2-1 2 1 -2 1 21

-1 21 2 1-2 1 2

-2-1 2-1 2 1 2-1

t. e(ii), (c) 3 4 (d)-3 4
-4 3 4 3

() 3 4 -3 4 (B2) 3 4 3 -4

-4 3 4 3 -4 3-4-3

-3 4-3-4 -3 4 3 4

4 3 4-3 4 3-4 3

(B3) 3 4 -3 4 (B4) -3 -4 -3 4

-4 3 4 3 4-3 4 3

3-4 3 4 -3 4 3 4

-4-3-4 3 4 3-4 3

1 2 1-2 3 4 3-4
2 -1 2 1 -4 3 -4 -3
1 -2 -1 -2 -3 4 3 4
2 1 -2 1 4 3 -4 3
3 4 3 -4 -1 -2 -1 2

-4 3 -4 -3 -2 1 -2 -1
-3 4 3 4 -1 2 1 2
4 3 -4 3 -2 -1 2 -1

1 2 1 -2 -3 -4 -3 4
2 -1 2 1 4 -3 4 3
1 -2 -1 -2 3 -4 -3 -4

2 1-2 1-4- 4-3
343-41 1-2

-4 3-4-3 2 2 1
-3 4 3 4 1 -1 -2

4 3 -4 3 2 1-2 1

12-12 4-34
2 -1 -2 -1 -4 3 4 3
1 -2 1 2 -3 4 -3 -4

2 1 2 -1 4 3 4 -3
3 4 -3 4 -1 -2 1 -2

-4 3 4 3-2 1 2 1
-3 4 -3 -4 -1 2 -1 -2

4 3 4 -3 -2 -1 -2 1

1 2 -1 2 -3 -4 3 -4

2 -1 -2 -1 4 -3 -4 -3
1 -2 1 2 3 -4 3 4
2 1 2 -1 -4 -3 -4 3
3 4 -3 4 1 2 -1 2

-4 3 4 3 2 -1 -2 -1
-3 4 -3 -4 1 -2 1 2

4 3 4 -3 2 1 2 -1

1 2 1 -2 -3 -4 -3 4
2 -1 2 1 4 -3 4 3

-1 2 1 2 -3 4 3 4
-2 -1 2 -1 4 3 -4 3
3 4 3 -4 1 2 1 -2

-4 3 -4 -3 2 -1 2 1
3 -4 -3 -4 -1 2 1 2

-4 -3 4 -3 -2 -1 2 -1

-1 -2 -1 2 -3 -4 -3 4
-2 1 -2 -1 4 -3 4 3

1 -2 -1 -2 -3 4 3 4
2 1 -2 1 4 3 -4 3

-3 -4 -3 4 1 2 1 -2
4 -3 4 3 2 -1 2 1

-3 4 3 4 -1 2 1 2
4 3 -4 3 -2 -1 2 -1

-1 -2 1 -2 3 4 -3 4
-2 1 2 1 -4 3 4 3

1 -2 1 2 3 -4 3 4
2 1 2 -1 -4 -3 -4 3

-3 -4 3 -4 -1 -2 1 -2
4 -3 -4 -3 -2 1 2 1

-3 4 -3 -4 1 -2 1 2
4 3 4 -3 2 1 2 -1



1 2 -1 2 3 4 -3 4
2 -1 -2 -1 -4 3 4 3

-1 2 -1 -2 3 -4 3 4
-2 -1 -2 1 -4 -3 -4 3
3 4 -3 4 -1 -2 1 -2

-4 3 4 3 -2 1 2 1
3 -4 3 4 1 -2 1 2

-4 -3 -4 3 2 1 2 -1

The eight. 8-level, 8-by-8 sets, formed as shown above, are all uncorrelated, complemen-
tary sequence sets.

3. Advt Functions.

3.1 lNum'r of Users.

Since uncorrelated sets of complementary sequences have been generated, this feature
can be used to provide multi-user communications. Two obvious ways of using the non-
interfering properties of uncorrelated sets exist: the first is to sum the levels of the
sets before modulation; the composite sequences thus formed will still activate the
correct matched filters, whether or not the same relative positions in time are main-
tained [see Fig.l(a)]. The second method is to simply transmit each sequence regardless
of the other users and allow the levels to sum, or otherwise, during transmission over
the propagation path [see Fig.l(b)]. These procedures both imply an assumption of path
linearity.

The first of these two methods requires an increased number of modulation states,
bit synchronisation between users, and all users to be connected to a common transmitter
station. However, if all these requirements can be met the method provides multi-user
communications with no increase in co-channel interference/noise.

Alternatively, the second method, with each user transmitting independently as
suggested above, does not have any of the first methods requirements. However, with this
second method, more power will be transmitted simultaneously in the same bandwidth. The
uncorrelated nature of the sequence sets means that ideally, the increased level of power
will not compromise system performance: however in practice some performance degradation
may be expected.

3.2 Error Control.

The level of error control required by each user of the system may vary independent-
ly with time. By altering the length of the complementary sequences, the amount of
redundancy and hence the error control potential will change. Clearly, this is a func-
tion which must interact with the RTCE data to ideally maintain a constant output proba-
bility of error. This will, of course, result in comparatively high data rates when
conditions are favourable, eg.n a meteor burst system when a large ionisation cone
occurs.

3.3 Privacy/Security.

The ability of an eavesdropper to usefully intercept the information contained in a
transmission depends on his level of knowledge of the transmission parameters. Data
that can potentially contribute to successful interception includes frequency, modulation
type, baud rate, and the channel/source encoding scheme (including knowledge of any
interleaving being employed). This data can normally be extracted by monitoring the
transmission for a sufficiently long period if the interceptor has a priori knowledge of
expected traffic. Clearly, the longer the monitoring required before useful interception
of the transmission can take place, the higher the level of privacy/security.

In a communication system employing complementary sequences, the level of privacy
can be improved in a number of ways:

(I) By varying the number of frequency tones used In a given bandwidth, and
hence altering the modulation format and the frequency data.

(ill Interleaving the sequence set values before and after frequency coding,
thus providing two layers of Interleaving.

(III) Using complementary sequences which inherently require 'a priori'
knowledge for the information extraction. For these, decoding would normally
take the form of matched filtering.

(iv) Varying the baud in response to user requirements and channel 'itions.
This implies that a potential interceptor will need to asse" system
protocols for changes in baud, synchronisation, etc.

3.4 Dlvemity ProcmiElL.

As is discussed in section 4, mapping the multi-level sequences to multiple frequen-
cies will, through in-band frequency spreading, provide a form of frequency diversity
which will help protect against frequency selective fading. Varying the number of levels
and hence the number of frequencies, will change the order of diversity.

Two levels of interleaving can be achieved by firstly interleaving sequence elements
before combination and then again before modulation. This time reordering of the infor-
mation provides time diversity.
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3.5 Modulation.

The number of levels in the complementary sequence sets employed may be varied with
time as the required degree of frequency diversity changes. In the multiple frequency-
shift-keyed (MFSK) system considered here, this will alter the modulation format used.
The number of tones will also be a function of the level of privacy required and the
error control scheme in use.

3.6 Synchronisation

The system designed is set up to work asynchronously taking advantage of the acf
peaks which occur in a matched filter demodulation scheme (thereby deriving a form of
"modulation derived synchronisation") (8]. One envisaged development however is to
modify the system for synchronous operation so that, under very poor channel conditions,
this mode can be adaptively selected to allow some throughput to be maintained. A suit-
able "code assisted bit synchronisation" (CABS) scheme has already been derived (8] and
it is hoped to incorporate this in the overall system.

3.7 Quaolt f RSTCK.

The length of sequences used and the number of levels within a sequence both affect
the decoded acf peak amplitude at the matched filter output. Consequently when channel
conditions degrade and the sequence length is extended to maintain the desired probabili-
ty of error (error rate), the approximation to the perfect impulse function will become
"ore precise. This means that, as conditions deteriorate, the quality of the available
RICE data will improve automatically. If further information is deemed necessary, then
;he number of sequence levels esployed can also be increased which will further enhance
the quality of the RTCE data.

4. Impleentation Considerations.

It was felt that the multi-level complementary sequences discussed in section 2,
could best be utilised by mapping them to different frequencies in an HFSK modulation
scheme. This coding means that their pseudorandom nature will give in-band pseudorandom
spectral spreading. This will reduce problems due to in-band frequency selective fading.
The multi-user capability will be facilitated by the additional use of CDM or level
combination before modulation. This multi-user capability is achieved by detecting the
frequencie3 at the receiver and then matched filtering the resultant waveforms.

For this scheme, eight level sets (is. +/- 4) have been synthesised and an eight-
tone asynchronous modes built which allows any number of the tones to be simultaneously
generated and detected.

4.1 Noe Damia.L

The modem constructed is completely software implemented and runs on an IBM compat-
ible PC with a LSI TMS 320C25 PC board Installed in the PC. It is designed to interface
with an ICOM IC-735 transceiver. This requires the modem to work within a bandwidth of
2.3 kHz for the baseband signal and a maximum signal amplitude of 500mV (peak. to
peak.)[9]. Since one or more of the modulating tones can be present at any one time each
tone output is of 62.SmV amplitude (peak. to peak.) to ensure uniform detection across
the bandwidth and a peak amplitude for all B tones of 500mV. The input is sampled at
6.133 kHz and the output samples generated at this rate. This is over two times the 2.3
kHz bandwidth and so confidently satisfies the Nyquist criterion. The modem has a nomi-
nal baud rate of 256 bits/sec., which will finally also be adaptable to 128 and 64
bits/sec.

A matched filter algorithm filters the 24-mample input buffer 8 times, once for each
of the 8 tone frequencies. A decision based on the resultant peak height is made and the
final tone detection decision is written to an external file and to a screen display.
Since any number of tones (0-8) can be present at any one time, the ccf peak detected by
the matched filter must be compared with a threshold level within each matched filter
detection section. This processing occurs between each sample. In addition to this
demodulation processing, the modulation signal must also be synthesised. between each
sample.

The modulation signal is derived by having a 48 sample series of sine wave values
held in memory and using an addressing algorithm to obtain the correct profile. By
having the desired address held in a location and incrementing this address by an inte-
ger, which is a multiple of the fundamental sine wave contained in memory, the correct
frequency output is obtained. For multiple tone output, an address location is used for
each tone, and the value at each address location is simply tummed prior to output. A
block diagram of this modem structure is shown in figure 2.

4.2 Multi-Functional hdnntisn.

This section of the work ham not yet been tested since at present testing is concen-
trating on confirming the previously postulated attributes of multi-level, complementary,
sequence sets. The envisaged regime to provide a aulti-functional environment however is
clearly a major crux of this research project.

The envisaged implementation of a multi-functional adaptive regime will assign an
ascending order of importance to the different adaptive functions, this order of impor-
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tance being varied by inter-action of the system manager. The "order of importance
figure" (OIF) will then be multiplied by a figure derived from the working system parame-
ters (WSP); eg, if the error control was deemed as the moat important attribute it would
have OIF of 7. If 20 errors then occurred in the consideration period the WSP would
equal 20. The product of these would give 140. This "product figure" (PF) would be
assessed so that if it exceeded some predetermined threshold then the system would adapt
to reduce it. For example, in the case just given, if the threshold was 100 then since
the PF has exceeded this the system must adapt. In particular the level of redundancy,
or number of modulation frequencies would be increased until the PF dropped below the
threshold. Similarly the PF would be assessed so that if it were below a lower threshold
the system would adapt to increase the throughput until the error control measured was
within the bounds required. To make the system truly multi-functional however the priva-
cy/security also would have an OIF which would be taken into account when considering
whether to increase the redundancy or increase the number of modulation fiequencies in
order to adjust the error rate, is. increasing the number of modulation frequencies
would Increase the degree of privacy as jell as reducing the error rate.

The particular interaction of the 7 functions, introduced in section 1, to best
provide a multi-functional [31 scheme has yet to be decided. This interaction is clearly
very dependent on the results of the tests on multi-level complementary sequence set
attributes. However the previous paragraph shows one possible manner in which quantifi-
cation of the system parameters and useful combination in a multi-functional sense could
take place.

5. Results.

Only limited tests have taken place to date since the research is still at an early
stage. The construction and validation of a suitable modem capable of simultaneously
generating and detecting any number of tones is presently taking place. This modem
feature is important to allow exploitation of the properties of the developed sets.
However without the modem it has been possible to verify the theoretical properties of
multi-level complementary sequence sets. The autocorrelation functions and summed auto-
correlation function of set (Al) of section 2.5 is shown in figure 3(a). Figure 3(b)
shows the cross-correlation between sets (Al) and (A2) of section 2.5. The two graphs
shown in figure 3 illustrate the ideal characteristics of complementary sequence sets for
CDM.

By introducing errors into the generated sets, some indication of performance in a
noisy environment can be estimated. Two sets have been formed for this. Set 4(i) is the
result of removing one of the levels in set (Al) from section 2.5. The level removed was
I this has been replaced by 0. Set 4(ii) is formed in a similar manner from set (A2) of
section 2.5.

The acf of set 4(i) is shown in figure 4(a). It can been seen from figure 4(a) that
a considerable detection window still exists between the acf peak and sidelobes, although
a quarter of the information has been removed. Figure 4(b) shows the ccf between sets
4(i) and 4(ii) and illustrates the low level of corruption the complete removal of one
level creates.
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Series A acf of set 4(1). Series A-D are individual sequences ccfs.
Series B acf of set 4(ui). Series E is the summed ccfs.

DISCUSSION

C. GOUTELARD, FR
English Translation

The complementary sequences proposed in your system have been known for a long time
and have not been much used, except for radar techniques. They have two main
disadvantages for telecommunications. First, separation of the two sequences requires
a break in the transmission which imposes technological constraints and reduces the
data rate. Second, cross-correlation properties are not particularly good compared
to other sequences or codes - i.e. Gold's codes - or others which do not feature the
above disadvantages. Did you carry out a comparative study showing the advantages of
your system, and can you situate your sequences with respect to the usual asymptotic
limits taken as a reference?

AUTHOR' S REPLY

Golay derived original binary complementary sequences; reported in 1961. The work I
have done derives the more general case of multi-level complementary sequence sets and
uncorrelateod sets of these. These multi-level complementary sequences are novel and
have not previously been used. The two drawbacks you mention are invalid. Firstly,
each of the component sequences in the set can be used to transmit data. Also each
sequence is pseudo-random and hence provides impulse response data of a system if
required. Secondly, the summed cross-correlation properties between uncorrelated
ulti-level complementary sets are perfect, i.e. zero for all time shifts. This
provides ideal code division multiplexing characteristics.
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AIRLAND BATTLEFIELD ENVIRONMENT (ALBE) DEMONSTRATION PROGRAM
James E. Allen

U.S. Army Engineer Topographic Laboratories
Fort Belvoir, Virginia 22060-5546

USA

ABSTRACT

The U.S. Army recognizes WEATHER and TERRAIN as the two most important factors
affecting the outcome on the modern battlefield. The AirLand Battlefield Environment
(ALBE) Demonstration Program, a joint effort involving the U.S. Army Corps of Engineers
and the U.S. Army Materiel Command, is developing and demonstrating the software,
sensors and methodology necessary to integrate a-priori and near-real-time environmental
data into map products. These map products, or Tactical Decision Aids (TDAs), will
provide the battlefield commander an increased capability to make tactical decisions and
thereby defeat the enemy.

INTRODUCTION

Battlefield commanders have only limited access to environmental information during
the battle planning process and virtually no access to such information during the
battle. To effectively fight an enemy which may be superior In number, move rapidly In
all types of weather, use smoke for concealment and use nuclear, biological or chemical
weapons, a commander needs to consider all pertinent factors, including environmental
effects, to make the most effective tactical decisions. The manual methods used to
acquire and analyze environmental data are both time and labor intensive and do not
provide the commander with the information he needs on environmental effects.

ALBE TDAs show commanders and their staffs the effects of terrain and environmental
factors on both friendly and threat equipment, weapon systems and operations. TDAs do
not make decisions themselves, rather they supplement the tactician's knowledge base and
help him during the decision making process. TDAs are generated from the synergism of
a-priori digital elevation data, weapons systems performance data, force equipment data,
structures data and near-real-time environmental sensor data. TDAs provide an
invaluable tool in the formulation and execution of both pre-battle and during-battle
tactical decisions.

With the increase in the capabilities and the decrease in both the size and the cost
of computer systems, the exploitation of the computer on the battlefield is here.
Planned development and fielding of systems such as the Maneuver Control System (MCS),
the All Source Analysis System (ASAS) and the Digital Topographic Support System (DTSS)
will provide the battlefield commander the capability to acquire, analyze and
disseminate intelligence and environmental data in a timely manner.

To best exploit the capabilities of new computer systems for maximum tactical
advantage, the U.S. Army Corps of Engineers initiated the AirLand Battlefield
Environment (ALBE) program. This program is a joint effort involving the Waterways
Experiment Station (WES), the Cold Regions Research and Engineering Laboratory (CRREL),
the Engineer Topographic Laboratories (ETL) and the Atmospheric Sciences Laboratory
(ASL) of the U.S. Army Materiel Command (AMC).

TEST-BED

The ALBE test-bed is composed of two central processing units (CPUs). Each CPU is
housed in separate Integrated Command Post shelters which are In turn mounted on the
back of Commercial Utility Cargo Vehicles (CUCVs). The test-bed hardware is loaded
Inside the shelter during transport and can be removed and setup in a tent for use in
two hours.

stem Hardware
t theather and the terrain portions of the AL13E test-bed are built around

ruggedized MicroVax II CPUs. The weather CPU is used primarily to collect, store and
process surface and atmospheric sensor data, to store and process historical
climatological data and to generate weather-intensive TDAs. Th, terrain CPU is used to
store and process elevation, force equipment and structural information data, to create,
store and process terrain feature data, and to generate terrain-intensive TDAs. An
Ethernet connecting the two CPUs allows for the transfer of data, software and products.

Both CPUs have nearly identical data storage devices. Each has three 380 Mb hard
disk drives, one 95 Mb cartridge tape and one 44 Mb 9-track magnetic tape. The weather
CPU has one and the terrain CPU has two 200 Mb 5 1/4" optical disks.

The terrain CPU has three and the weather CPU has two medium- resolution (640 X 480)
graphics terminals. Both CPUs have one high-resolution (1024 X 1280) graphics
processor. The medium-resolut!Dn terminals are the primary %ork stations and the high-
resolution graphics processor Is used to generate softcopy TDA products. Output devices
for graphics and text are Identical on both CPUs. Each has a Seiko Thermal Transfer
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color copier, an HP 7580B eight pen plotter (large format) and an HP 293JA Dot Matrix
printer for text reports.

In addition, the terrain CPU is equipped with a digitizing table for digitizing
hardcopy Tactical Terrain Analysis Data Base (TTADB) products provided by the Defense
Mapping Agency (DMA) and a high resolution Charge Coupled Device (CCD) camera for
generating background maps for the TDAs.

System Software
Teoeating system for the ALBE Test-bed Is MicroVJ4S, the command language is

Digital Command Language (DCL), the assembly language is MACRO and the file editing
software is VAX EDT text editor. All four are compatible with their counterparts found
on the Digital main-frames such as the VAX 785.

TDA software is written in several languages; however, most is written in VAX FORTRAN
77. Other languages used are VAX C and VAX PASCAL.

Graphics software for generating the products is written in OKS PVI GK - 2000.
A new Geographic Information System (GIS) is being developed for the demonstration

program that will provide the capability to quickly and efficiently manipulate large
data bases such as Defense Mapping Agency (DMA) Tactical Terrain Data (TTD), to
concurrently process and display raster and vector data, to perform batch processing of
large Jobs in background and to directly access the CIS software code.

ENVIRONMENTAL SENSORS

Four different sensors are used to provide soil and weather Information to the ALBE
software. During an exercise, three of these sensors are located on the ground in those
areas which provide representative weather information and which maintain a radio line
of sight with the test-bed. Information from each of these three sensors is obtained at
15 minute intervals thereby ensuring the TDA software uses the most recent weather and
soil information. The fourth sensor is balloon mounted to provide upper-air weather
data.

A Soil Moisture Sensor (SMS) provides both soil moisture and soil temperature data
and is critical to the Mobility and Route Planning TDAs. The Present Weather System
(PWS) and the Meteorological Sensor Package (MSP) (developed by ASL) provide valuable
low level weather information in support of all TDAs. PWS provides data on visibility,
precipitation rate and type, and fog/haze. MSP provides data on wind speed and
direction, temperature, pressure, illumination, accumulated precipitation, humidity, and
soil temperature.

TACTICAL DECISION AID SOFTWARE

At present, ten TDAs have been defined for demonstration in the ALBE program. All of
these TDAs account for both terrain and weather conditions and are described below.

Flight Hazards products identify those areas In the atmosphere where aircraft and
personnel are subjected to extreme weather conditions; to nuclear, biological and

chemical agents; and to direct fire. Aerial Detection products identify those positions
where aircraft can first detect and recognize air and ground targets and can perform

non-line-of-sight (NLOS) operations.

Mine Use products identify optimum locations for the emplacement of mines and provide
a prediction of the mine effectiveness. The Mine Location predicts the probable
location of enemy mines and provides an estimate of the time required to breach or

circumnavigate the mines. Obstacles products identify the actual or possible location
and effectiveness of natural and man-made obstacles.

Mobility products provide cross-country movement, on-road movement and gap crossing
(fords and tactical bridging) predictions for threat and U.S. vehicles. Additionally,
an interactive Route Planner can be used with the Mobility products to determine route
traversing time and distance.

NBC products predict the spread of NBC contaminants, generates warning messages of
NBC conditions and provide information on the effects of Mission Oriented Protective
Posture (MOPP) gear on soldier tasks. Smoke products provide predictions of the type,
location and amount of smoke generating capability required to perform a specified
screening mission.

ED Sensor products provide predictions on the effectiveness of various threat and
U.S. EO devices such as optical, infrared (near and thermal) and image intensifiers.

FIELD EXERCISES

A series of exercises have been initiated in which TDAs will be tested and evaluated
as to their accuracy, responsiveness and applicability to the needs of commanders and
their staffs; and as to the speed and ease of their production versus present day manual
methods. The first exercise took place in December 1987 at Ft. Lewis, Washington,
during the Command Post Exercise (CPX) Cascade Peaks IV. Over 160 products were
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successfully generated during this exercise. The second and third exercises will take
place in spring and fall 1990. The spring exercise will be a Division level exercise
and the fall exercise will be conducted at Corps level. Plans for both of these
exercises are to provide Input early enough to effect planning operations.

PROTOTYPE INTEGRATED METEOROLOGICAL SYSTEM (IMETS)

The prototype IMETS will be integrated into the ALBE program to evaluate the benefits
of wide area weather coverage for both present and forecast conditions. According to
the INTEGRATED METEOROLOGICAL SYSTEM (IMETS), PROOF OF CONCEPT PLAN - DRAFT, prepared by
ASL, 1 FEB 89, IMETS, when fielded will:

(I) Automate the collection of weather data on the battlefield

(2) Improve the timeliness and accuracy of battlefield weather forecasts and weather
warnings

(3) Depict weather effects on both friendly ano enemy personnel, weapons, equipment
and operations in a form easily understood by tactical 'ommanders 'during combat

Data provided by the prototype IMETS will incluoe weather data and weather maps from
Air Force Global Weather Central (AFGWC); surface data from the MSP, PWS and SMS
sensors, and upper air data from either the LAMS or Vaisala Upper Air system or both.

AFGWC weather information includes forecasts for precipitation and cloud cover; maps
depicting surface pressure, fronts, cloud cover, precipitation and temperature extremes;
hourly information on air temperature, dew point, winds, pressure, visibility,
precipitation intensity (light-moderate-heavy-very heavy) and accumulated precipitation.
Additionally, weather reports are updated from reports and forecast weather warning
advisories are provided.

The addition of data from AFGWC will provide the ALBE software access to several data
sources based upon mission need. For long term planning, TDAs based upon climatological
data can be generated. For planning operations in the near future, for wide area
operations or for deep strike operations; AFGWC data and upper air data can be used to
generate TDAs. For close-in tactical operations the surface sensor data will be used.
Determination of which weather data are used in a TDA is determined by the parameters of
the operation, (i.e. proximity to surface sensors, date of mission, etc.) and will be
invisible to the analyst. The analyst will, however, have the capability to override
this function and select the weather data of his or her choice.

SUMMARY

The GOAL of the ALBE program is to provide battlefield commanders with improved war
fighting capabilities. Generating products in minutes instead of the hours it now takes
using manual methods Is an important goal. The fusion of weather and terrain data into
these products means the commander will have a product which automatically reflects the
present or forecast situation on the battlefield - not the situation which occurred the
day before. ALBE is working to provide Army Systems with the necessary tools to help
soldiers fight and win on the battlefield of the future.

REFERENCES
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OVERVIEW, 1988
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U.S. Army Atmospheric Sciences Laboratory, TEST AND EVALUATION PLAN FOR THE INTEGRATED
METEOROLOGICAL SYSTEM (IMETS), 1989
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DISCUSSION

T. FITZSIMONS, UK

Do you plan to deploy the ALBE system in NATO Europe? If so, how extensively and how
will you satisfy requirements for data standardization to permit interoperability and
data exchange?

AUTHOR'S REPLY

The AirLand Battlefield Environment (ALBE) Test-bed will never be fielded by the U.S.
Army. The goal of ALBE is to provide software capabilities to Army systems that are
in the field or are being developed for the field. The Digital Topographic Support
System (DTSS) is one such system. DTSS will be fielded beginning in 1993 in Europe
at the III, V, and VII Corps'. Its primary purpose is to update, generate and usedigital terrain data; and to provide the capability of generating tactical ter-
rain/weather graphicr to the field commander. The format of the data which will be
used by DTSS is that established by the Defense Mapping Agency's (DMA) Interim Terrain
Data (ITD). DNA is represented on various international committees and organizations
involved in the standardization and interoperability of terrain data between NATO
members. I know of no efforts at standardization of weather data.

i.
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SUMMARY

Battlefield obscuration factors include the presence of man-made conditions as well
as the natural atmosphere. An overview is given of the defeat mechanisms for electro-
optical (EO) sensors likely to be encountered in the realistic battlefield environment.
An example of friendly and threat obscurant usage is given to estimate the locations,
amounts, and durations of smoke and obscurants likely to be found on the battlefield.
Climate and adverse weuther effects are factored in, particularly as they affect EO
systems. In addition, the paper emphasizes the synergism between weather and battle-
field obscurants. The general purpose is to provide the defense community with the data
to quantify environmental and obscuration factors and their effects on EO systems.
These include (1) providing data and methodology for system proponents and designers to
assess the effects of battle-induced obscurants on EO components and systems, (2) pro-
viding the analytic community with information to calculate system performance, (3)
indicating to the test and evaluation community the effects and levels of obscurants
that should be considered when a system is evaluated, and (4) indicating to the training
and doctrine community effects of realistic battlefield environments on system deploy-
ment and potential outcomes in such environments.

1. SYSTEM DEFEAT MECHANISMS

Smokes, obscurants, and adverse weather affect and, in turn, defeat electro-optical
(EO), millimeter wave (MMW), and radar systems principally through the mechanisms of
attenuation, scatter, backscatter, emission, contrast reversal, and clutter. Because
most passive systems, and many active ones, rely on contrast differentials (or signal-
to-noise ratios) to detect targets against the background, these defeat mechanisms can
be thought of as ways to reduce, eliminate, or alter the target's contrast. Of course,
there are many other types of defeat mechanisms. False targets, decoys, and emitters
can all add clutter to the target scene. Jammers and active measures for target sig-
nature suppression or alteration can all lead to sensor defeat, without necessarily
damaging the sensor itself. Smokes, obscurants, and adverse weather can affect these
other countermeasures, but do not cause these countermeasures.

The task of sensors is to facilitate target acquisition. In addition to the sensor
defeat mechanisms previously mentioned, there are several other factors that affect
target acquisition, not all of which are ohscurant'or weather related. Table 1 provides
a brief summary.

TABLE 1. FACTORS AFFECTING TARGET ACQUISITION

Atmospheric transmission * Molecular extinction (particularly H20 and CO2 for
infrared (IR) and H2O and 02 for MMW)

* Aerosol extinction (haze, fog, and dust)
* Precipitation
* Battlefield smoke and dust

Path conditions * Path radiance (scattered or emitted)
* Refration
* Turbulence

Scene characteristics * Intrinsic contrast
* Changes in illumination
* Clutter
* Camouflage, concealment or deception
0 Target size and range
* Target, movin, or stationary
* Target/background spectral content (color)

Imaging system characteristics 0 Wide/narrow field of view
* Detector sensitivity
* Signal/noise (detection) threshold
* Signal processing and display

Human characteristics * Contrast threshold
* Variability among or.: cors
* Variability within a operator



13-2

The emphasis in the past has been on essentially horizontal, near ground level,
lines of sight (LOS). With attenuation considered as the primary defeat mechanism,
several rules of thumb have been developed for sensor performance in battlefield
obscuration in these situations. These are summarized in table 2.

TABLE 2. RULES OF THUMB FOR SENSOR PERFORMANCE IN SMOKES, OBSCURANTS, AND WEATHER

* All conventional smokes* and dust at anticipated battlefield levels will screen
visible and laser designator systems on at least some portions of the battlefield.

* Phosphorus smokes and battlefield dust in large concentrations will screen
thermal viewers (3-5 and 8-12 um IR wavelengths).

* Conventional smokes other than phosphorus are not effective in the IR region
unless large areas are screened so that LOS through these smokes are greater than 1 km.

* Specially developed IR screeners will screen thermal viewers in areas where they
are employed; likewise, specially developed obscurants can screen MMW and radar systems.Visual systems may not always be screened, unless conventional smokes are also employed.

e Top attack weapons offer an advantage over horizontal (ground level) LOS weapons
in battlefield smoke and obscurant environments.

e Smoke and obscurants, acting in concert with natural reductions in visibility,
can be much more effective than when used alone.

* Natural reductions in visibility can defect visual sensors (day sights, direct
view optics, day TV, etc.) and laser rangefinders.

" Thermal viewers provide an advantage over visual sensors in haze, fog, and light
rain.

* In very thick fog, as well as snow, visual sensors and thermal viewers are both
degraded in performance about equally.

* Haze, fog, light rain, and snow provide much less attenuation for MMW and radar
systems than for visual or IR systems; however, medium to heavy rain will adversely
affect MMW systems.

*Conventional smokes: hexaChloroethane (HC), fog oil, phosphorus, and anthracene

However, the emphasis is now shifting toward near vertical or large-angle slant
paths because of the advent of top-attack weapons and increased possibilities for satel-
lite and space-based observation systems. The next two sections consider the effects of
natural, and in turn battlefield, obscurants.

2. WEATHER AND THE NATURAL OBSCURANTS

Any battle must be conducted against the backdrop of the regional climate, plus the
daily weather. It is Important to have an accurate feeling for the effectiveness of the
natural obscurants, as well as for their frequency of occurrence. Natural obscurants,including the atmospheric gases, are almost always considered to have uniform distri-
butions within the combat area, at least in the horizontal plane. A homogeneous path is
generally assumed while modeling the optical effects of natural obscurants for horizon-
tal LOS. Additional weather data, including frequencies of occurrence, are available in
references 1 and 2.

Table 3 gives the volume extinction coefficients for natural obscurants at several
wavelengths of interest; horizontal paths assume the obscurant is uniform along the
entire path. Table 4 gives the approximate vertical optical depths as a result of the
presence of natural obscurants, assuming one is looking down through the atmosphere from
either high altitude aircraft or space-based assets (obscurant uniformity is not assumed
along the path).

- I m m mir m i mm mm m m
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TABLE 3a. OBSCURATION EFFECTIVENESS AND APPROXIMATE RANGES OF EXTINCTION
COEFFICIENTS (km-l)* FOR NATURAL OBSCURANTS IN THE VISIBLE,
INFRARED. MILLIMETER WAVE AND RADAR REGIONS

Spectral Region

Natural Visible Mid-IR Far-IR
Obscurant (0.4 to 0.7 um) (3 to 5 um) (8 to 12 urn)

Gases Very low* Low/medium Very low/medium
-0.02 0.25 to 0.73 0.03 to 0.8

Haze Low/medium Very low/medium Very low/low
0.2 to 2 0.02 to 1 0.02 to 0.4

Fog High Medium/high Medium/high
2 to 20 1 to 20 0.4 to 20

Clouds** Very high Very high Very high
7 to 100 3 to 100 3 to 100

Rain Low/medium Low/medium Low/medium
0.3 to 1.6 0.3 to 1.6 0.3 to 1.6

Snow Medium/high Medium/high Medium/high
2 to 12 2 to 12 2 to 12

Dust Low/high Low/high Low/high
0.2 to 4 0.2 to 4 0.2 to 4

Extinction
Coefficient Visual Range

Description (km
" 1

) (km)

Very low < 0.1 > 30, very clear
Low 0.1 to 0.5 6 to 30, clear to hazy
Medium 0.5 to 2 2 to 6, hazy
High > 2 < 2, foggy

Table 3b.

Spectral Reqion
Natural MMW (94 GHz) MMW (35 GHz) Radar (10 GHz) Radar (3 GHz)
Obscurant (- 3 mm) (- g mm) (3 cm) (10 cm)

Gases Very low/low Very low Very low Very low
0.03 to 0.2 0.02 to 0.06 - 0.01 ~ 0.003

Haze Very low Very low ....
- 0.001 < 0.001 - 0 ~ 0

Fog Very low/low Very low/low Very low Very low
0.01 to 0.04 0.001 to 0.1 < 0.04 < 0.01

Clouds** Low/high Very low/medium Low Very low
0.1 to 10 0.01 to 1 < 0.4 < 0.1

Raint Low/medium Very low/medium Very low Very low
0.3 to 2 0.05 to I < 0.1 < 0.01

Snow* Low/medium Very low/medium Very low Very low
0.03 to 1 0.0004 to 1 < 0.01 < 0.01

Dust Very very low Very very low - --

- 0.0005 to 0.005 0.00005 to 0.005 - 0 0

*Many radar applications use attenuation in decibels/kilometers; to convert km-
1 ,

multiply values In table by 2.3 (that is, logelO) ,
**Stratus or fair weather cumulus clouds.
tBackscatter in rain is just as significant as extinction.
*Extinction in snow depends greatly on the snow's liquid water content; the drier the

snow the less the attenuation.
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TABLE 4a. OPTICAL DEPTHS (TOP DOWN) FOR NATURAL OBSCURANTS IN VISIBLE

THROUGH RADAR WAVELENGTHS

Spectral Region
Natural Visible Mid-IR Far-IR

Obscurant (0.4 to 0.7 pm) (3 to 5 um) (8 to 12 pm)

Gases 0.1 to 0.2 1 to 3 0.1 to 3

Haze 0.2 to 2 0.02 to 1 0.02 to 0.4

Fog 0.2 to 5 0.1 to 5 0.05 to 5

Clouds* 2 to 20 0.3 to 20 0.3 to 20

Rain**,t 0.1 to 1.5 0.1 1.5

Snow**,* 1 to 10 1 to 10 1 to 10

Dust 0.4 to 2 0.4 to 2 0.4 to 2

Table 4b.

Spectral Region
Natural MMW (94 GHz) MMW (35 GHz) Radar (10 GHz) Radar (3 GHz)

Obscurant (~ 3 mm) C~ 9 mm) (3 cm) (10 cm)
Gases 0.2 to 0.8 0.1 to 0.25 C 0.1 < 0.02
Haze - 0 0 a - 0 - 0
Fog < 0.2 < 0.02 < 0.01 - 0

Clouds* < 2 < 0.2 < 0.1 < 0.02

Rain**,t < 2 < 1 < 0.1 < 0.01

Snow**,* < I < I < 0.01 < 0.01

Dust - 0 - 0 - 0 - 0

*Stratus or fair weather cumulus (- 200 m thick).
"*Optical depth of cloud is in addition to value shown.

tFor MMW and radar wavelengths, backscatter in rain is just as significant as

extinction.
*For MMW and radar wavelengths, extinction in snow depends greatly on the snow's liquid
water content; the drier the snow the less the attenuation.

3. THE BATTLEFIELD: COMBAT OBSCURANTS

Weapon systems must be able to perform the task of target acquisition in an active,
dirty, dynamic battlefield environment. In order to assess the performance of current
and future systems in such environments, it is necessary to have an accurate knowledge
of the anticipated battlefield obscuration levels. The purpose is to provide the
defense community with data and a methodology to quantify obscuration factors and their
effects on EO systems. Underlying these processes is a knowledge of the basic optical
properties of smokes and obscurants, munition characteristics, dynamics of rapidly
developing smoke clouds, transport and diffusion, physics, and meteorology.

Modules of the Electro-Optical Systems Atmospheric Effects Library (EOSAEL)
3 

have

been used extensively in preparing handbooks such as the Combat Environments Obscuration
Handbook,

1 
the Smoke and Natural Aerosol Parameters (SNAP) Manual,

4 
and the Handbook for

Operational Testing of Electro-Optical Systems in Battlefield Obscurants.
5  

These hand-

books quantify realistic battlefield environments, give examples of both threat and
friendly smoke and obscurant usage, provide methods to simulate obscurants, and identify

the instrumentation necessary to characterize the effects of obscurants. More detailed
information can also be found in references 6 and 7.

The critical questions when smoke and obscurant effects are to be deployed are

"Where will the smokes/obscurants be deployed?" "How long will they persist?" and "How

much will there be ?" The "where' question can be answered by considering where the ED

system will be deployed and where the threat smokes/obscurants are projected. Not all
obsurants will be present everywhere on the battlefield. The "how long" question gives
rise to the rule of thumb that single events may last 10-30 min and large-scale,
preplanned obscuration events may last from 30 min to over an hour. Large area screens

in rear echelons may be designed to last several hours. Table 5 gives the mass
extinction coefficients for the common battlefield obscurants. The anticipated ranges
of amounts for both horizontal and vertical LOS are given in table 6.
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TABLE 5. MASS EXTINCTION COEFFICIENTS (SQUARE METERS PER GRAM)
FOR COMBAT-INDUCED OBSCURANTS

Spectral Region
Visible Near-IR Mid-IR Far-IR MMW/Radar*

Obscurant (1.06 gm) (3 to 5 um) (8 to 12 Pn)

Phosphorus** 4.08 1.37 0.29 0.38 0.001
HC 3.66 2.28 0.19 0.03 0.001
Oil-based 6.85 3.48 0.25 0.02 0.001
Anthracene 6.20 2.50 0.23 0.05 0.001
Vehicular and
high explosive
(HE) dust 0.32 0.26 0.27 0.25 0.01 to 0.001

Carbon 1.50 1.42 0.75 0.32 0.001

*Nominal values, these obscurants are essentially transparent at MMW and radar wave-
lengths.
**For 50-percent relative humidity at 10 *C.

4. SUMMARY

This paper has explored the concept of battlefield atmospherics, which deals with
the presence of man-made as well as natural atmospheric conditions over potential bat-
tlefields, and the effects of realistic battlefield environments on materiel, personnel,
tactics, or operations. The paper specially emphasizes the impact of the environment on
EQ sensors. The pertinent question for the military planner is whether the anticipated
use of obscurants, coupled with the anticipated weather, as outlined previously, will
exceed the defeat thresholds of the EQ sensors. The following rules of thumb apply when
estimating the effectiveness of smokes, obscurants, and the weather:

e Sometimes the obscured battlefield will exceed reasonable design and performance
requirements.

Tactics, not system design, then become paramount.

* Reasonable performance criteria for EQ systems should require performance to an
optical depth of 3 (that is, down to a one-way transmittance of 5 percent or a signal
loss of up to 13 dB).

* Requirements for greater system sensitivity may become prohibitively expensive
(that is, performance at optical depths of 5 or more, or one-way transmittance less than
I percent, or a signal loss of more than 20 dB).

* Tests should be conducted to find system performance thresholds.

" Tests should be conducted to separate out defeat mechanisms (that is, find out
precisely why the sensor or system failed).

Future directions should incorporate battlefield atmospheres into the materiel
development process for both proponents and designers of future weapon systems. Realis-
tic performance and design standards should be set for the EQ components and systems
that must function in battlefield environments. In addition, target acquisition models
should incorporate battlefield atmospheres so that more realistic methodologies can be
used to generate accurate probabilities of detection and acquisition, which are used to
assess system performance. Finally, wargames should increase their consideration of
battlefield atmospherics.
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TABLE 6. OBSCURATION EFFECTIVENESS OF BATTLEFIELD SMOKES/OBSCURANTSa

APPROXIMATE RANGES OF CONCENTRATION LENGTHS AND OPTICAL DEPTHS

Horizontal Optical Depthc
'
d for Different Spectral Regions

Battle- Concentration Visible IR Mid IR Far IR

Obscurant Lengthb (0.4 to 0.7 um) (3 to 5 urm) (8 to 12 rm)

Anthracene
e  

I to 3 6 to 20 0.2 to 0.7 0.05 to 0.2
n

Phosphorus
f

(Threat) 10 to 50 40 to 200 3 to 15 4 to 20
Phosphorus

g

(US) 2 to 10 8 to 40 0.6 to 3 0.8 to 40

HE dusth

(Threat) 20 to 200 6 to 60 6 to 60 5 to 50

HE dust
1

(US) 1 to 10 0.3 to 3 0.3 to 3 0.2 to 3
Vehi cular

dust
J  

I to 10 0.3 to 3 0.3 to 3 0.2 to 3
Diesel oilk 2 to 6 12 to 35 0.5 to 3 0.04 to O.1

n

Smoke
grenades

1  
1 to 4 4 to 16 0.3 to 1 0.4 to 2

n

Fog oil
m  

3 to 10 20 to 65 0.7 to 3 0.06 to 0.2
n

Vertical Optical Depthc-d for Different Spectral Regions

Anthracenee < 0.2 4 1 < 0.05 o
n

Phosphorus
f

(Threat) 3 to 10 12 to 40 1 to 3 1 to 4
Phosphorusg

(US) 4 1 4 0.3 4 0.4
HE dusth

(Threat)
(small areas) 6 to 10 2 to 3 1 to 3 1 to 3
large~areas) I to 3 0.3 to 1 0.3 to 1 0.3 to 1

HE dust
1 

(US) 1 0.3 0.3 0.3

Vehicular dustl < 0.5 < 0.2 < 0.2 < 0.2
Diesel oil/VEESSk

(patches) 0.5 3 0.1 o 0
n

(clouds) 0.2 1 0.05 0
Smoke grenades

1

(v small patches) 1 4 0.3 0 .4 n

(clouds) 0.2 to 0.4 1 to 2 0.1 0.1
Fog oil

m

(small areas) 3 20 1 < 0.I
n

(large areas) 1 6 0.3 ~ 0

aMeteorological conditions are favorable for placing and maintaining the obscurant

between the threat and friendly forward line of own troops (FLOT).

bThe concentration length is the path integrated amount of obscurant (units of grams per

square meter) along LOS from the friendly FLOT to the threat FLOT, or from an airborne

platform to the surface.

CAnticipated optical depths along horizontal LOS between friendly and threat FLOTs,

nominal 2 km separation, or from 100 m elevation to the surface.

dThe optical depth (dimensionless) is the product of the concentration length times the

obscurant's mass extinction coefficient appropriate for the given wavelength band.

eMany smoke pots contain this type of fill.

fBulk-filled white phosphorus (WP) rounds; smoke clouds tend to pillar.
9
US M-825 round; WP impregnated wedges; smoke clouds do not pillar.

hConventional rounds filled with high explosive.

iDual-purpose improved conventional munitions (produces less dust).

JHighly dependent on vehicle speed and state of soil.
kUsed in vehicle engine exhaust smoke system (VEESS).

IAssumed red phosphorus fill.

mUsed in smoke generators that are positioned behind the FLOT.

noifferent fill materials can be used to increase IR screening properties.
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SUMMARY

A screening smoke tactical decision aid (TDA) is being developed to help the bat-
tlefield commander choose which of his available smoke assets would be the most
favorable for achieving his objectives for the expected tactical and environmental
situation. Knowledge-based artificial intelligence techniques will be used to determine
the relative ranking of the smoke assets based on a variety of tactical and environmen-
tal factors. TDA input will consist of a list of available assets and meteorological
data for the time and area of interest. Information will also be input concerning the
scenario, such as the intended use of the smoke and terrain-related information. A
number of independent factors will be considered and each available smoke asset will be
ranked as ideal, favorable, marginal, or unfavorable for each of these factors. An
overall ranking will then be derived for each smoke type. TDA output will consist of
the relative rankings of the assets, information concerning why the use of certain as-
sets may not be favorable, and warnings concerning possible toxic effects on one's own
troops.

1. INTRODUCTION

Obscurants are known to enhance force effectiveness and reduce vulnerability to
enemy combat operations. U.S. forces will use obscurants whenever tactical advantage
outweighs potential degradation to friendly operations. Use of smoke in the offense
requires careful planning and execution to preclude interference with movement or as-
sault operations, to retain the element of surprise, and to avoid silhouetting or
drawing undue attention to friendly troops. Smoke use in the defense requires careful
preparation to preclude an ill-conceived deception, disruption of friendly activities,
or poorly timed low-visibility retrograde operations. The commander must be able to
decide on types of obscurants to be employed depending on the capabilities of the
delivery system, effects of weather and terrain, and the effects upon friendly and enemy
target acquisition systems.

A screening smoke tactical decision aid (TDA) is being developed to help the com-
mander choose which available smoke assets would be the most favorable for achieving his
objectives for the expected tactical and environmental situation. The purpose of this
TDA is to automate the process of determining how the environment might favor or ad-
versely affect the use of particular smoke types and dissemination methods.

This TDA is being designed for use by the G3/S3 staff and chemical officers in
assessing the environmental effects on smoke deployment and in planning for the optimum
use of smoke assets. The TDA is expected to be fielded on the Integrated Meteorological
System (IMETS) and will be demonstrated in the AirLand Battlefield Environment (ALBE)
software demonstration program.

The approach being taken in the TDA development is to automate information avail-
able in field manuals, in handbooks, and from experts in the field. The automation
process will utilize artificial intelligence (AI) techniques known as expert systems,
which are programs that mimic the advice-giving capabilities of human experts.

2. EXPERT SYSTEM DESIGN

According to Brule (1) some fundamental questions that must be answered during the
process of trying to make computer programs that exhibit Al are:

- How will knowledge be represented?

- What strategies will be used in arriving at answers to the problem?

- What will the sources of information to the system be?

According classical logic, questions such as "Is it raining outside?" must be
answered "yes" or "no.' There is no provision for an answer such as "sort of" or "not
really." Then the yes (or true) is assigned a value of 1 and the no (or false) is as-
signed a value of 0. A set of conventions is used for translating logical propositions
into mathematical equations. In the early 1960's an engineer named Lotfi Zadeh proposed
a new approach, called fuzzy systems or fuzzy logic, as a method of representing inter-
mediate values between true and false. Zadeh's method was to allow for an infinite
range of values between 0 and 1 and to use a slightly different set of conventions for
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translating logical propositions into mathematical equations. It is this approach that
has been taken as appropriate for representing information and knowledge concerning the
use of smoke assets.

Negoita (2) states that the power of expert systems lies in their knowledge bases
and that moving knowledge from the brains of experts into computer programs is a process
of working together with the experts. In the field of utilization of smoke assets, much
knowledge has been documented in military field manuals and handbooks. However, there
are many questions unanswered in the literature. To fulfill this need, a special task
group is being formed within the Smoke and Aerosol Working Group (SAWG) of the Joint
Technical Coordinating Group for Munitions Effectiveness (JTCG/ME). This task group is
being charged with generating the information required by the TDA.

A number of factors or parameters have been identified as being important in the

utilization of smoke. These factors are:

- function for which the smoke is to be used,

- type of sensor against which the smoke will screen,

- amount of time available before smoke is required,

- range to desired smoke location,

- atmospheric stability,

- air temperature,

- relative humidity,

- wind direction,

- wind speed,

- terrain type, and

- surface characteristics.

In the spirit of fuzzy logic, each parameter is assigned a ranking for each smoke type
and dissemination method. These rankings and the corresponding numerical values are as
shown in table 1. The rankings are stored in a data file which is accessed by the TDA.
An example of parameter rankings for a few smoke types for atmospheric stability is
shown in table 2.

TABLE 1. PARAMETER RANKINGS AND NUMERICAL VALUES EXAMPLE

Ideal 1.0
Favorable 0.7
Marginal 0.4
Unfavorable 0.0

TABLE 2. PARAMETER RANKING EXAMPLE FOR ATMOSPHERIC STABILITY

Smoke Type Dissemination Method Stable Neutral Unstable

Fog Oil Generators 0.7 1.0 0.4
Diesel Oil VEESS 0.7 1.0 0.4
HC Artillery 1.0 0.7 0.4
WP Artillery 1.0 0.7 0.4

The rules of inference, or the inference engine as it is known in Al circles, are
critical. The task of the inference engine is to operate on the knowledge base in such
a wmy that the knowledge is processed consistently and logically.

Some of the parameters relating to smoke utilization are likely to be more impor-
tant than others. For example, there are situations in which the smoke toxicity is not
a concern or the terrain type may not be known. A technique within the framework of
fuzzy logic is used to weight the parameter rankings according to their presumed impor-
tance. First, an importance ranking of critical, important, marginal, minor importance,
or negligible is assigned to each parameter. Then the parameter rankings are modified
based on the parameter importance. An example of such a modification consists of
linearly sapping the values of the parameter rankings from the interval [0,1] to
progressively shorter intervals as the importance decreases from critical to negligible.
These intervals, shown in table 3, each have I as their upper bound.
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TABLE 3. IMPORTANCE RANKINGS AND MAPPING INTERVALS EXAMPLE

Ranking Interval Length Interval

Critical 1.0 [0,1]
Important 0.75 10.25,1]
Marginal 0.50 (0.50,1]
Minor Importance 0.25 [0.75,1]
Negligible 0.0 [1,1]

Then, the modified rankings are combined for each smoke asset to give an overall
ranking. Two methods are currently being investigated to derive an overall ranking.
The first is to take the minimum value of the modified parameter rankings for each smoke
type. The second is to take the nth root of the product of the modified rankings for
each smoke type, where n is the total number of parameters, for example, 9. In either
case, the result is a number in the interval [0,1] of the same order of magnitude as the
modified rankings. Thus, if a smoke asset has a ranking of favorable (0.7) for all
parameters and if all parameters are of critical importance, the overall ranking will be
0.7 for that smoke asset. A ranking of unfavorable (0.0) for a parameter of critical
importance will result in an overall ranking of 0.0, regardless of how the other
parameters are ranked for that smoke asset. The minimum value method for determining
the overall ranking will result in a low ranking for a smoke asset if any of the
modified parameter rankings for that asset are low. The product method will result in a
higher overall ranking even if some parameters are ranked low (but not 0) but most of
the parameters are ranked high.

The ranking for each smoke asset is then inferred from the overall numerical rank-
ings converted to words. An example of this conversion is shown in table 4. These word
rankings for each available smoke asset are the primary output of the TDA.

TABLE 4. OVERALL NUMERICAL RANKINGS EXAMPLE

Ideal 0.8 - 1.0
Favorable 0.55 - 0.8
Marginal 0.3 - 0.55
Unfavorable 0.0 - 0.3

3. TDA FEATURES

The TDA is designed to use meteorological data from a meteorological data file,
such as available in IMETS and the ALBE testbed computer. A stand-alone version will be
available in which the user will be required to input meteorological information. Other
data required of the user are:

- available smoke types and dissemination methods,

- function for which the smoke is to be used (for example, camouflage or decoy),

- type of sensor against which the smoke is to screen (for example, thermal imager
or laser),

- amount of time available until smoke is required (immediate, quick, or
preplanned)

- range to location where smoke is desired (0-1 km, 1-5 km, or > 5 km),

- terrain type (flat, average, or rugged), and

- surface characteristics (wooded, open, or urbanized).

The user will be able to delete smoke types and dissemination methods from the menu
list. He will be able to change the parameter importance rankings. A version will be
available in which the user will be able to add smoke assets to the menu and change the
parameter rankings, but this feature will probably not be available in the fielded ver-
sion of the TDA.

The user will also be able to determine which parameters contribute to the overall

ranking of a particular smoke asset to cause it to be rated as marginal or unfavorable.

4. CONCLUSIONS

A TDA now being developed will give the battlefield commander information concern-
ing which of his smoke assets will be the most favorable to use in a particular
situation by considering environmental effects. An initial prototype program has been
written to use in developing the final knowledge base. FORTRAN was used for this
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initial prototype and will probably be used in the final TDA. This language was chosen
instead of one of the Al-oriented languages because it will be available on the targeted
systems, while the AI languages probably will not be.

The final knowledge base is being developed. After its completion the final TDA
program will be written. A finished product is expected to be available by September
1989.
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AIR FORCE TACTICAL DECISION AID DEVILOPEHDT

James Hancock, Major USAF/Dr. Michael J. Kraus

Geophysics Laboratory
Hanscom AFS, Mh 01731

USA

Precision Guided Munitions (PGMs) and Target Acquisition Systems (TASs) allow greater stand-off
ranges, increased accuracy, and higher kill probabilities than conventional bombing methods. They are
also more sensitive to the environment. This increased environmental sensitivity led to the tasking of
Air Weather Service, by the Tactical Air Forces, to provide weather support for PO s and TASs. This
support is based on Tactical Decision Aids (TDhs) that have been developed by Air Force Systems Cand
laboratories for Air Weather Service.

Conventional weather support is not sufficient when forecasting for "sart" weapons. Target detection
and recognition depends on the target and background characteristics, the intervening atmosphere, and the
sensor characteristics. The TVA models these three factors for infrared (8-12 micrometer), TV, and 1.06
micro-meter laser designator systems.

The TDA has been provided to Air Weather Service for operational use, but AFSC continues to produce
upgraded versions with improved physics and expanded target, background, and sensor menus. Experience
with the Tvs has been good, they have proven to be an effective, useful tool for planning and executing
Air Force missions; but the challenge remains to provide the best, most effective tool possible, and to
provide the most accurate and up-to-date environmental information in the target areas. The Air Force is
addressing this requirement too.

1. INTRODCION

Soon after precision guided munitions and target acquisition systems were introduced into the Air
Force weapons inventory, Tactical Air Forces identified a need for expanded weather support. Aircrews
needed forecasts of target-to-background scene contrast and effective range of their weapon system to
successfully plan and execute their missions. Elements determining mission success included information
about the target and background physical characteristics, the influence of weather on the target scene,
atmospheric transmittance, sensor performance characteristics, and attack geometry. Air Force Systems
Command (AFSC) has developed an electrooptical tactical decision aid (TDA) program that considers these
elements to provide scene contrast and range forecasts needed by aircrews. These operational TDs (OTDAs)
run on microcomputers used by Air Weather Service (AMS) forecasters supporting missions involving infrared
(8-12m), television, and 1.06m laser weapon systems.

The Air Force TIDA program is well structured, recognizing the changing needs of AWS who, in turn,
provides the TDA forecast support to the Tactical Air Forces (TAF), the Strategic Air Comand (SAC), and
the Military Airlift Comand (MAC). These requirements from AS drive the develo mnt and model
improvement efforts conducted by AFSC.

AFSC has not worked in isolation during the electrooptical TDA development. There is a continual
exchange of technology between AFSC, the Army Atmospheric Sciences Laboratory, and the Naval Environmental
Prediction Research Facility (NEPRF). Additionally, groundwork has been established for technical
exchange between AFtL and the Army Cold Region Research and Engineering Laboratory's (CREEL), target scene
simulation project called Balanced Technology Initiative (BTI).

2. IDA TEAM MEMBERS AD THEIR HOLES

Air Force Systems Command (AFSC) tasked the Geophysics Laboratory (GL) to be the central figure in the
development of the TDA program. Additionally, AFSC tasked the Wright Research and Development Center
(WRDC) to assist GL by managing the development and assessment of a research grade TDA (RGTDA). Research
grade modeling is achieved without the size and run time constraints imposed by the mission requirements
on the OTDA. Output from the RGTDA is assessed against measured data to identify and correct deficiencies
in the code, and to improve modeling techniques. Completed AG"M programs are delivered to GL for
production of the OTDA that is delivered to MIS and distributed to forecasters supporting training and
operational missions. Feedback from AWS users and the aircrews they support funnels back through M
headquarters to GL establishing requirements for model development and improvement.

3. SOFTWARE STUCA1M

Each of the TDAs has a modular construction with three sections: a target model, an atmospheric
transmittance model, and a sensor model.

3.1 INFRARED

The IR target model computes target and background temperatures to produce their inherent thermal
contrast. Radiant emittance for the spectral region of the sensor is calculated frem the computed
temperatures. The transmittance model uses Lowtran 5, 6, or 7 to compute transmittance over a four
kilometer range and Beer's Law is used to approximate tranmittances over other ranges. The Mark III
version contains two new aerosol transmittance models, desert and Navy maritime. The sensor performance
model calculates ranges based upon the particular specifications for the sensor employed.

3.2 TELEVISION

The TV model calculates contrast between the target and background using reflected visible or near-
infrared radiation. For each TV sensor in the OTD, tronaiittance is computed frem Lowtran using a
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shortened wavelength interval that is representative of the broader wavelength interval of the sensor.
This process shortens OTM r- ime with little effect on model accuracy. As with the IR model, the range
calculation is based on unique characteristics of the sensor.

3.3 LAS

The laser target model comutes the amount of laser energy reflected into the view of the sensor.
Atmospheric extinction is determined using Lowtran, even though Lowtran is a broadband model as compared
to the laser wavelength spread. This simplification to transmittance calculation is possible because the
only significant extinction mechanism over the Lowtran Iavelength interval bounding 1.06 An is aerosol
extinction which is nearly constant over the interval. As with other approximations in the OTVA, this
shortens run time with only a small affect on accuracy. The laser range model produces target designator
or receiver range for most laser systems. A new capability with the Mark III version forecasts the
maximm effective distance that laser ranging systems may be eloyed.

4. S0EL 12 OVD04TS

4.1 KIOr VALUE VANMS

TDs were originally developed to support missions against targets of opportunity, primarily tanks.
In fact, all of the targets modeled in the currant IR OTDA are vehicular targets. As the utility of the
TrAs became realized, requirements evoled for expanded targeting to support interdiction missions. The
earliest requirements far these "high-value targets" are listed in Table 1; the first five targets on the
list are incorporated in the Mark III OTDA and the rest are under development in the RG TDA. Future
modeling efforts will expand the list further.

TABLE 1. HIGH VALUE TAETS

Dam
POL Tank
Suspension Bridge
Bunker
Power Plant
Factory
Aircraft
Ship

4.2 FACIE TAGTS

Faceted target models, new in the Mark III OTDA, simulate the geometry of the target. This provides
a more accurate representation of the cross-sectional areas of the target as viewed by the sensor. Also,
heating and cooling of each facet is treated individually, which permits a better representation of heat
transfer between the target and its environment, and better simulation of radiative properties of the
target. This also permits modeling of 'hot spots' (or cold spots) on the target. If the area of the
facet is large enough, and the facet-to-background temperature contrast is high enough, the model will
produce an acquisition or lock-on range for the facet. This should produce a longer, more realistic range
forecast, particularly with facets that produce heat.

4.3 GEERIC TAHGETS

The general physical properties of any particular target within a class of that target will not vary
by a great extent. For example any T-62 tank should have dimensional, thermal, and radiative
characteristics similar to any other T-62 tank. But with the target list expanding to high value targets
the theory of commality of physical properties among the targets within a class car no longer be
generally applied. For example, a physical model of one lock and dam system may not be usable to predict
IR weapon effectiveness against another lock and dam system. We have cautioned our users to this fact.
Nevertheless, many engineering aspects of classes of high value targets can be generalized and the
physical characteristics of those aspects can be treated "generically". As an example, a class of bridges
may be constructed of concrete highway supported by painted steel I-beams and concrete pillars; the
thermal and radiative properties of concrete and painted steel can be included in the model and treated
generically. Thus high value targets can be modeled in the IR TDsA as long as a mechanism exists for the
user to input some of the physical characteristics of the particular target for a given air strike. In
the bridge example, user input may include target 3imensions, concrete thickness, and color of paint. our
"test case' generic target offered in the Mark III O=A is the POL tank, where the user has the option to
input the tank's height, diameter, fullness, and color. A more complex model is the generic building
being developed in the RGTIh. An important pert of the development process of high value targets is model
assessment. Feedback from assessments is used to identify weaknesses in the model, which are, then,
examined and remedied.

4.4 BACN GRED MODELS

The Mark IllI version will contain three general, first principles background models: sand, water,
and vegetation. other general background types being developed in the RT'IM include snow, concrete, and
asphalt. work will soon begin to develop a research grade sand-soil "hybrid" background with user input
variables of percent mixture and moisture content.

4.5 CUTE

Even though thermal contrast may he good, clutter in the scene will reduce acquisition range. To
account for this, algoriths based on the scene complexity and thermal contrast have been developed and
are included in the IR OTIS.
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4.6 BATTLE INIUCED C N ANTS (BIC)

BIC can be introduced into the target scene in three ways with each effect treated individually.
First, small dust particles can become suspended over the target area and will remain suspended for a long
period of time. These aerosols reduce atmospheric tranittance, thus affecting contrast and shortening
range. This type of SIC is modeled in the IR OTDA; the Tv and laser OTD s will be improved to account for
this battlefield haze. Secondly, large particles of dust from explosions can obscure parts of the battle
arena for short periods of time. These plumes can temporarily nullity the effectiveness of electrooptical
weapon systems when multiple passes are made against a target. To assist mission planners in the timing
sequence of attacks, rules-of-thim are being developed to determine fallout rates of debris raised by
bombs. Finally, smoke and dust obscurants can be used as camouflage; the smoke and dust types listed in
the OTDAs are being updated to reflect current technology. Army research in these areas will prove very
useful.

5. SUMMARY

The Air Force electrooptical TDA program is continually being improved to meet the needs of AWS and
their customers. The product is being used to support training and operational missions worldwide. Post
mission analysis is proving over and over that aircrews who use TDA forecasts during mission planning are
experiencing quicker target acquisition, less exposure time in the threat area, and a higher percentage of
successful attacks.
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AIRBORNE FLIR DETECTION OF SURFACE TARGETS

Herbert G. Hughes
Ocean and Atmospheric Sciences Division

Naval Ocean Systems Center
San Diego, California 92152-5000

SUMMARY

An algorithm is presented for predicting the detection ranges of a surface target by an
airborne Forward Looking Infrared (FLIR) system. The total infrared background radiance scene
under cloud-free skies is modeled to include the atmospheric path emissions between the target
and sensor and the effects of a wind ruffled sea on the surface emissions and sky radiance
reflections. A model is also introduced of the average temperature of a ship based upon the
solar heating effects throughout a specified course, the ambient meteorological conditions, and
the viewing angle. Together, these two models allow the range to be determined where the dif-
ference between the apparent ship's temperature (i.e., the actual ship temperature degraded by
the atmospheric transmittance) and the effective background temperature of the sea surface as
viewed from the sensor altitude is equal to the minimum detectable temperature difference of the
FLIR. A case study is presented to demonstrate the vulnerability of a Frigate class ship to
detection by an airborne common module FLIR during a five hour period where the ship's course
changed allowing solar heating of different sides of the ship. The results of this study show
considerable increases in predicted detection ranges with altitude using the present algorithm
over those based on a fixed temperature difference between a target and its background.

INTRODUCTION

The stand-off ranges at which an adversary can detect and/or track a surface ship using
passive infrared (IR) sensors is of primary importance for a ship commander to be able to es-
timate the times allowable for evasive actions against guided weaponry launched at the ship or
for the deployment of countermeasures. Algorithms which are presently operational in the U. S.
Navy [1,21 for predicting the performance of an airborne Forward Looking Infrared (FLIR) system
operating against a surface target are based upon a fixed temperature difference between a
target and its natural background. These algorithms determine the range at which the assumed
temperature difference is degraded by the atmospheric infrared transmittance to the minimum
detectable temperature difference of the sensor system. This approach neglects the effects of a
wind ruffled sea on the surface emissions and sky radiance reflections and the atmospheric path
emission contributions to the total background radiance scene which changes with viewing angle
and altitude of the sensor. In this paper, a FLIR detection range algorithm is introduced which
includes (1) the three aforementioned contributors to the sea radiance under cloud-free skies to
derive (with the Cox-Hunk [3] sea surface wave slope statistical model and the LOWTRAN 6 [4]
computer code) a background model which varies with sensor altitude and viewing (zenith) angle,
and (2) a model of the average ship temperature which is based upon solar heating effects
throughout a specified course and the ambient meteorological conditions. Together, these two
models allow the range to be determined where the difference between the ship's apparent tem-
perature (i.e. ,the actual ship temperature degraded by the atmospheric transmittance) and the
effective background temperature as viewed from the sensor position is equal to the minimum
detectable temperature difference of the FLIR. A case study is presented (using an actual
course of a Frigate operating off the coast of San Diego, California) to demonstrate the use of
the algorithm as a Tactical Decision Aid (TDA) to predict the vulnerability of a Frigate class
ship to detection by an airborne common module FLIR. During a five hour period the ship's
course changed allowing solar heating of different sides of the ship. Supportive airborne FLIR
measurements were not available to assess the accuracy of the detection range predictions.
However, airborne measurements of meteorological parameters and the sea surface temperature
(obtained in the ship's operating area) and surface based measurements of 8 to 12 Am infrared
sky/sea radiances were used to select and evaluate the background model used in the detection
range predictions. As radiative temperature measurements onboard the ship were also not avail-
able for comparison with the modeled values, the predicted average temperature for the ship
could only be compared to that measured (with corrections for atmospheric effects being taken
into account) when the ship passed within about 1.7 km of a calibrated infrared imaging system
near the end of the five hour cruise at sea. In the following sections the background radiance
model, and the ship temperature calculations used to predict the detection range envelopes for
the selected ship's course are presented for different altitudes of the FLIR. These detection
ranges are then compared to those calculated using a constant temperature difference between the
ship and the sea background.

MATHEMATICAL FORMULATION OF BACKGROUNDS

Consider the atmosphere to be composed of a number, n, of isothermal layers charorterized
by temperature T and transmittance r(u,i,p) along the optical pith traversing the ith layer at
angle A, and v Is the spectral wave number, From Kirchoff's law, the radiance of the ith layer
is

N(v,i,p)sk - [1 - ra(v,i,)W(T

where r (u,i,p) is the absorption transmittance and W(Ti) is Planck's blackbody radiation for-
mula. Sen the spectral radiance reaching the sea surface through the intervening atmosphere is

i-i i-l
N(vi,p),k r(v,j,p)] - [1 - r (t',i,)] 0 r(vj,)j )/* (2)

Sost
S umm Ing the contribution from all layers, the spectral radiance at the sea surface is then
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n i-I
((I - ra(Vi.)] H r(.j,p)JW(T)/RI (3)

i-I a J-1

As shown in Figure 1, the radiance is allowed to strike a wave facet on the ocean surface with a
gaussian distribution [3] of angular tilts a and 9 in the up-wind and cross-wind directions,
respectively, such that an amount N(v,#)' is reflected into the sensor at an altitude H within
the mth layer. The probability that radiance hits the facet is equal to the probabiliky that
the wave slope exist, i.e.,

- P(S,S y)N(v sk (4)

where

P(S, 8) - 1/(2o)E P0.05(S
2
/o

2 
+ * $o2)( (5)

and S - tarm, S - tan, o' - 0.003 + 1.92xlO
3
V , a2_ 3.16x10

3
V with Vc being equal to the

currenf wind speed in the azim~thal direction * wits respect to th
4 

sensor. Then the total
spectral radiance that is reflected from all the wave facets into the line-of-sight of the
detector located in the mth layer is

m-
1

N(v,)rsk - f Q ,j ) 1 R(w,i0)P(S,S )N(v) (6)
a- 1 y 'Arak(6

where R(vjG) is the complex reflectivity of sea water at the reflection angle 0, In the above
equations, both p and 0 are implicit functions of Sxand S y given by [5)

cosp - (2Sx/A)cosO'cosO + (2Sy /A)cos8'cos4 - (B/A)sin' (7)

cos - (S x/A)cos6'cos4) + (S y/A)cos8'cos# + (l/A)sin' (8)

where A - S + S
2 
+ I, B - S2 + S - 1 and 8' is the sensor's zenith angle at the sea surface

reflection pointy X y

In a similar manner, the spectral radiances emitted by the sea surface wave facets (N
and the path radiance (Np ) which reach the sensor at the zenith angle B are are given by

m-
1

N(v,)s - El(v,j,B)JP(S ,S )[l - R(v,l)JW(Tss)/n (9)j-lI S sy5

and

m m-I
NO(.,) - Z [ - .a0,)11 f.+ (v,j,8)JW(T )/. (10)

where T is the sea surface temperature, and again, the angle p is implicit in the reflection
angle Qss

Then, the total spectral radiance reaching the detector is the sum of the three components
N(.,f)tot - N(,, 0)rk + N(O,)s s + N(,B) p (12)

The total spectral radiance must then be averaged over the response of the FLIR system which in
this case is taken to be the 8-to-12 pm wavelength band. Subroutines have been introduced in to
LOWTRAN 6 [5) to calculate the total band averaged radiance. The reflection and zenith angles
are calculated with equations 5, 7 and 8 corresponding to the incremented values of wave slopes
in the intervals -3o < S < 3a . To limit the number of calculations, the zenith angles
are divided into a maxilum of'0 claIds (with the criterion that each class should contain at
least 10% of the probability), and the averaged angles for each class are then used in the
radiance calculations.

CALCULATIONS OF BACKGROUND RADIANCE SCENE

For this study, a Piper Navajo aircraft, equipped with Rosemount temperature and pressure
orobes. and an EGG dewooint sensor, made a vertical siral over the ocean to obtain the profile
of temperature, relative humidity an pressure which are required inputs to the LOWTRAN 6 com-
puter code for calculating the sea and sky radiances. A Barnes PRT-5 radiation thermometer was
also onboard the aircraft for measurement of the sea surface temperature from low level constant
altitude flights. The vertical profiles of temperature and relative humidity, which were
measured at 1330 PST approximately 9 km off the coast of San Diego, California, are shown in
Figure 2. The sea surface temperature measured during this period was 16.4 *C. The profiles
extending up to an altitude of 2700 m were divided into 33 layers as allowed by LOWTRAN 6. The
lower layers of the profiles are also divided into sublayers containing the same amount of
absorbing and scattering material and the temperature as the original layer. This artificial
layering has been found necessary [6) to remove the anomalous dip (71 which occurs when aerosols
are included in the LOWTRAN 6 radiance calculations for zenith angles close to 90*. The LOWTRAN
6 aerosol model chosen for the calculations is the Navy Maritime Aerosol Model. This model is
the sum of three lognormal size distributions and, in addition to the surface wind speeds
(current and 24 h averaged) and relative humidity, requires the input of an air mass factor
which identifies the origin of the aerosols as either marine or continental and is allowed to
range between integer values of I for open ocean to 10 for coastal regions. Also, when an
observed surface visibility is available as an input, the model Is adjusted so that the calcu-
lated visibility at a wavelength of 0.55 pm is the same as the observed value. The air mass
factor is defined in terms of atmospheric radon content or an air mass trajectory analysis to
determine the time 'he air mass has been over land. As neither of these techniques were avail-
able, an alternate method was used to select an appropriate air mass factor. Near the time that
the meteorological parameters were obtained, measurements of IR (8 to 12 pm) horizon
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radiances were made with a calibrated thermal imaging system (AGA THERMOVISION, model 780) using
a 2.95' field of view lens with an instantaneous field of view of 0.87 mr. The response of the
system was determined by placing a blackbody of known temperature ( +0.1'C for temperatures
<50*C) in front of the lens aperture. The digitized video signal transfer function of the
system then allowed the blackbody temperature to be reproduced to within ±0.2*C. For these
measurements the scanner was located at an elevation of 30 m on the Point Loma peninsula in San
Diego and was directed in a southerly direction over the ocean such that approximately half of
the field of view was above and half below the horizon. The data processing software of the AGA
system allows the effective blackbody temperature of each pixel in the scene to be displayed on
the computer terminal screen. The pixel corresponding to the maximum temperature in the scene
is taken to coincide with the infrared horizon. Using the current and 24 h averaged wind
speeds (V - 2.9 m/s and V - 2.8 m/s) measured on shore and the vertical profiles of
meteorological parameters measured by the aircraft, LOWTPAN 6 calculations were made to agree
with the maximum pixel radiance (16.5 'C or 3.23 mW/cm or) in the scene using nonunique com-
binations of air mass factors and visibilities. (It should be nom. 6 hat jkse calculations
were made using a modified current wind speed component, A - 10 c , which is dif-
ferent from the value published in LOWTRAN 6. This modificaion was found to be necessary in
order to match previously published measurements of IR sky radiances and near surface aerosol
size distributions (71 using the model). As the AGA scanner could not be accurately plumbed,
the zenith angle of the infrared horizon was taken be 0.01

° 
less than the angle for which the

LOWTRAN calculations indicated the refracted ray path first hit the earth. In this case the
zenith angle corresponding to maximum radiance is 90.17

°
. In Figure 3 the solid line represents

the locus of points which allows the LOWTRA calculations to match the measured horizon pixel
radiance with the different combinations of air mass factors and visibilities. At the time of
the measurements Los Coronodos coastal islands off San Diego were barely visible to the naked
eye at ranges between 25 and 35 km. In the figure, the integer values of 3 and 4 correspond to
visibilities close to these ranges of 23 and 37 km, respectively. Figure 4 shows the comparison
of the measured and calculated IR radiances for Zenith angles within about 1* above and below
the horizon using an air mass factor of 3 and a visibility of 37 km. Both the calculated sky (0
< 90.17

°
) and sea (0 > 90.17) radiances are in good agreement with the measured values for this

low wind speed case. Whether or not similar agreements can be obtained for higher wind speed
conditions needs to be determined.

Using the selected atmospheric model, the contributions of the path, sea and reflected sky
radiances to the total background radiance were calculated as a function of altitude and zenith
angle. In Figure 5, an example is presented of the calculations for a sensor altitude of 2000
m. For zenith angles less than about 95', it is interesting to note that the major contribution
to the background is the path emission with the reflected sky radiance being less than 10% of
the total. These relative contributions will of course change for other altitudes. In Figure 6
the total apparent blackbody temperature of the sea background from the three contributors is
plotted versus zenith angle for sensor altitudes of 500 m and 2000 m. At the 500 m elevation,
the dip in temperature at about 97

° 
is a result of the rapid fall off of path emission with

increasing zenith angle (i.e., shorter slant paths to earth than at the 2000 m). For zenith
angles greater than about 1000, there is little difference in the apparent temperatures at each
altitude and both approach the measured sea surface temperature at the nadir zenith angle.

AVERAGED SHIP TEMPERATURE MODEL

The computer code SHIPSIG [81 for predicting the average temperature of a surface vessel
was developed at the Naval Surface Weapons Center. The original BASIC version of the code has
been rewritten in FORTRAN language for the HP-9020 computer. Basically, the model approximates
the complex structure of a ship with a single plane element which represents the ship on an
average basis. For a given viewing direction, the simplest representation of a ship consists of
a single vertical element and a horizontal element with the observer's orientation accounted for
by appropriate area components. The infrared signature calculations are then based on a ther-
modynamic analysis of both elements individually. They are combined by scaling the element
radiance in proportion to the ship area each represents. The thermodynamic properties of the
horizontal and vertical elements and ship stack correction factors applied to the vertical
element presently listed in the SHIPSIG code are for a guided missile frigate class ship. The
model requires as inputs the ship's course and speed as a function of time from a starting
geographic latitude, the surface wind speed and direction, visibility, relative humidity, air
temperature, the ship's initial temperature, and the viewing angle.

Figure 7 shows the course of a guided missile frigate, the USS BROOKE (FFGI), off the coast
of San Diego, California on 9 June 1988, which was chosen to demonstrate the model. During the
five hour time period, changes in the ship's heading allowed solar heating of different sides of
the ship. As the ship completed the course and returned to harbor, it passed close to the the
AGA thermal imaging system located on shore about 2 km from channel buoy #6 near the entrance to
the harbor. The AGA system's data processing software allows subtraction of the sea background
radiance surrounding the ship and provides a histogram of the temperature distribution of the
ship pixels within a chosen rectangular area. In this case, the mean temperature (uncorrected
for atmospheric effects) was 19.7°C, and the temperature distribution approximated a Gaussian
curve remarkably well.

The measured radiance, N(meas), of the ship at a range R is rel-ted to its actual effective

blackbody radiance, N(ship), and the atmospheric emission, N(path), along the path by

N(meas) - N(ship)e(R) + N(path) (13)

where f(R) is the atmospheric transmittance at a range R. The range to the ship was determined
to be approximately 1.7 km using the known vertical dimensions of the ship and their angular
subtense within the field of view of the AGA. The relative humidity (72%), air temperature
(20*C) and pressure (1012.4 ib) measured at the AGA location were used in LOWTRAN 6 calculations
of transmittance and path emission to determine the temperature equivalent to N(ship). Figure 8
shows the adjusted temperature dependence on visibility and air mass factor. Conveniently, both
of the combinations of air mass factor and visibility (AM - 3, Visibility - 37 km and AM - 4,
Visibility - 23 km) result in the same adjusted ship's temperature of 20.5*C.
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For the model calculations, the initial position of the ship was taken to be near the
entrance to San Diego harbor. The initial ship temperature, its ambient temperature and rela-
tive humidity throughout the course were not recorded by the ship. The relative humidity was
then taken to be constant at as measured at the AGA site. The surface wind was southwesterly at
2.9 z/s and the visibility was taken as 37 km. The depression angle of viewing was 0.6.. The
average ship temperature calculated for the port side of the ship as a function of time is shown
in Figure 9 assuming the initial ship temperature to be equal to the indicated ambient air
temperatures which remained constant throughout the cruise. The most apparent feature is the
ship's temperature response to the gradual heating of its port side as it steamed westward in
the early morning, and the abrupt cooling after 1000 hours following the southeasterly course
change at 0952 hours. While the shapes of the response curves do not appear sensitive to the
uncertainties in ambient air temperature, their magnitudes differ by amounts equivalent to the
uncertainties. Allowing for the uncertainties in the meteorological parameters surrounding the
ship throughout the course, the reasonable agreement between the adjusted AGA temperature
measurements near 1345 hours and the model is gratifying.

DETECTION RANGE CALCUIATIONS

The concept of maximum detectable range (MDR) calculations using a fixed difference between
a target at a temperatureT , and its effective background temperature, T is depicted in
Figure 10. The maximum derectable range is defined as that range where the acual temperature
difference (T - T ) is degraded by the atmospheric transmittance, r(R). to an apparent tempera-
ture differenge a equal to the minimum detectable temperature difference (mdtd) of the
system. As stated earlier, this approach neglects effects of a wind ruffled sea on the surface
emissions and sky reflections and the atmospheric path emissions which contribute to the total
background scene under cloud-free skies. It also neglects the path radiance between the target
and detector which must be accounted for in a temperature difference concept for detection range
predictions. The radiance contrast between a ship and its background can be converted an equiv-
alent temperature difference if the slope of the radiance gradient with temperature is
specified, i.e.,

(Ns  Nb)/(Ts - Tb) - 8N/OTT.T, (14)

or,

AT 6N.... (15)eq aN/aTT.T,

where the wavelength dependency of N is implied. The equivalent temperature difference is
somewhat sensitive to the choice of the temperture, T', at which the gradient is chosen. For
the 8 to 12 pm wavelength band, the gradient at 280*K is approximately 11% lower than that at
290°K, and 27% at 310'K (9].

In the calculations presented here, the unmodified LOWTRAN 6 code is used to directly
calculate the sum of the ship and path radiances received by the sensor at a range R as
N(R)s+p - N(R-0)sr(R) + N(R)p (16)

N(R) is then converted to an equivalent blackbody temperature T(R) by an iterative solu-
tion a+ o Planck's blackbody formula. Similarly, an equivalent blackgogy temperature, T(R) of
the background radiance (Equation 12) at the specified range is calculated and the resu~ting
apparent temperature difference AT(&) - T(R) - T (R), determined. As shown in the inset
of Figure (10), the intersection of the curve of *t R) plotted vs range with that of the sys-
tem's minimum detectable temperature difference (mdtf) curve determines the maximum detectable
range (MDR) of the ship. The FLIR system dtd versus range (spatial frequency) curve was calcu-
lated for a hypothetical FLIR operating against a rectangular target. In Figures (11) and (12),
the calculated MDR's for the USS BROOKE by an airborne FLIR operating at altitudes of 0.5 km and
1.0 km, respectively, are shown. The MDR's could have been calculated as a function of time
throughout the the ship's course, however, for the sake of simplicity, only the vulnerability
detection envelopes for the entire duration of the ship's course are shown. In the figures, the
ship's average temperature for both the port and starboard sides are shown. In Figure 11, the
ship is seen to be vulnerable to infrared detection throughout its course from an altitude of
0.5 km at a range of 31 km. However, beyond 35 km the ship is not detectable. Similarly, in
Figure 12, the ship is vulnerable at a range of 53 km from an altitude of 1.0 km but safe from
but safe from detection at 56 km. In these examples, it Is interesting to note that the tem-
perature responses of the different sides of the ship to solar heating follow the course changes
remarkably well. In Figure 13 a comparison is shown of the predicted detection ranges using the
present algorithm and those assuming a constant temperature difference between the ship and its
background of 5"C [1]. Considerable increases (-20 km at an altitude of 2.0 km) in predicted
detection ranges with altitude are obtained using the present method over the fixed-temperature
method.

CONCLUSIONS AND RECOMENDATIONS

The results of this case study have shown the reliability of the sea surface radiance model
to accurately represent measured values for a low wind speed conditin. Whether or not it will
be representative of other wind speed conditions needs to be determined. Also, the preliminary
evaluation of the average ship temperature model showed promise that it responds to the differ-
ing solar conditions. Future attempts at validation need to insure the accuracy of the ambient
meteorological conditions. Onboard ground-truth radiometry measurements of the temperatures of
different portions of the ship are also needed to aid in determining the accuracy of the ad-
justed average temperatures inferred from the AGA measurements. Finally, a controlled
experiment with an airborne operational system needs to be conducted to determine the validity
of the predicted detection ranges under varying meteorological conditions.
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altitude on 9 June 1988 off the coast of San Diego, California.
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Figure 3. Locus of points of IOWTRAN 6 calculations with different combinations
of air mass factors and visibilities which match the measured in-
frared horizon radiance in Figure 3.

3.3
9 JUNE 1988

3.2 .1508 PDT

3.2

E9 3.1 - AA=8-12 pm

E

O . MEASUREMENTS %o
Z 3.0
< LOWTRAN CALCULATIONS

2.9 - , 2.9 m /s, V= 2.8 m /s
AM = 3, VIS 37 km

2.8 I I
89.0 89.5 90.0 90.5 91.0

ZENITH ANGLE, deg

Figure 4. Comparison of measured and calculated infrared radiances for zenith
angles above (I < 90.17') and below (8 > 90.17') the horizon.



16-8

3.50 H=2000m

3.00- SEA

PATH
CT 2.50-

E

; 2.00-

w
Q
z 1.50-

a: 1.00-

0.50 -REFLECTED SKY

0.00 r ...... L .. . , 1 1
80.0 90.0 100.0 110.0 120.0 130.0 140.0 150.0 160.0 170.0 180.0

ZENITH ANGLE (deg)

Figure 5. Individual contributions of the path, sea and reflected sky radiances
to the total background radiance as a function of zenith angle for a
sensor altitude of 2000 a.

18
SEA SURFACE TEMPERATURE

------------ ----------- . . ..... ....

16 HORIZON h 500m

=O 14 "h =2000 m
~14

0-
w

S12
It
a. I APPARENT SEA SURFACE_ ....... (CALCULATED)

W10 ITEMPERATURE(ACLTD

8

6 I[ I I I1 I I I I I

80 90 100 110 120 130 140 150 160 170 180
ZENITH ANGLE, deg

Figure 6. Total apparent blackbody temperature of the sea background versus
zenith angle for sensor altitudes of 500 a and 2000 a.



16-9

32.7
09 JUNE 1988 SAN DIEGO HARBOR
USS BROOKE (FFG 1) BUOY #6

0
32.65

1:: 09520 0900 0800 PST
z -------...--- . . . . ..
Lu 1200
o 32.6 %20

%%-v ----I- ~ ~ ~ ~ l ---- ~~--.1235
F- %-< 1031 %
" . -I 1300

32.55

32.5 - I I

117.9 117.7 117.5 117.3 117.1
LONGITUDE (West)

Figure 7. Course of USS BROOKE (FFG1) on 9 June 1988.
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Summary

Prediction of signal strengths due to high frequency sources in the presence of a
tropospheric surface or elevated duct poses a problem of substantial complexity
because the propagation environment is generally heterogeneous in height as well as
in the lateral domain. A prediction algorithm should not only furnish adequate
accuracy but also incorporate a parametrization in terms of physical observables so
that the output can be properly interpreted. Relevant physical observables include ray
fields, normal (trapped) and leaky mode fields, and beam-like (parabolic)
propagators. These observables are employed here in self-consistent hybrid
combination to model propagation in a laterally homogeneous surface duct with
bilinear refractive index profile in height. A reference solution, which has been
generated by normal and leaky mode summation, is interpreted qualitatively in terms
of the corresponding ray field plot. Work is in progress on a quantitative
reconstruction of the reference data via the hybrid algorithm.

I. Introduction

Analytical modeling of wave propagation in the earth's environment poses
formidable problems because of the complexity of the propagation channel. The
troposphere, which provides such a channel for electromagnetic waves, can generally
be described by a permittivity e(r ) that varies vertically as well as laterally with respect

to the earth's surface. Of special interest are conditions where the vertical profile of
r(r) is such as to permit wave ducting adjacent to the earth's surface or at moderate
heights, with lateral variations occurring on a scale that is gradual compared with
those in height. Because the problem scale is large at high frequencies and for long
propagation distances, direct numerical modeling is either inefficient or not feasible.
Therefore, an effective algorithm must be parametrized in terms of wave objects that
can negotiate long range propagation. Possible choices include ray fields, mode fields,
parabolic propagators, beams, etc., either for single species models or, more
effectively, in hybrid combinations that seek to take advantage of the most favorable
features of each. The analytical models must be self-consistent approximations of the
intractable rigorously formulated problem. To ascertain their accuracy, they must be
tested on tractable simpler canonical environments that allow generation of numerical
reference solutions. Moreover, the test environments should be such as to deviate
only weakly from the realistic environment, thereby validating analytic teconiques of
adiabatic adaptability of each wave object from the test problem to the realistic case
without, or with only weak, coupling to other wave objects.

The present study seeks to apply these concepts to high frequency electromagnetic
wave propagation in a tropospheric surface or elevated duct, initially without, and
eventually with, lateral inhomogeneities. In the test environment, the permittivity is
assumed to depend on height only, and the earth's influence is modeled by a constant
surface impedance, thereby rendering the propagation problem separable in a
spherical coordinate system. Because the (vertical electric dipole) source and
observer locations of interest are at levels above the earth which are small compared
to the earth's radius, it is possible to invoke approximations that map the spherical

geometry into an equivalent rectangular geometry. A normalized field solution,
usually referred to as the attenuation function, is then obtained in a spectral integral
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form that serves as the starting point for developing desirable parametrizations. The

considerations pertaining to this strategy have been well documented in the technical

literature [1-3], and they are summarized in Sections II and ll. In Section IV,
detailed consideration is given to A bilinear permittivity profile which has also received

much attention from other investigators (41. After deriving the spectral integral

solution for that special case (Section IV.A), alternative solutions are developed in the

form of an expansion over normal (guided) modes propagating parallel to the earth's
surface (Section IV.B), a ray field expansion (Section IV.C), and a hybrid ray-mode
expansion that combines ray fields and mode fields self-consistently (Section IV.D).

II. Formulation

Adopting a spherical S =(r,0,4) coordinate system, we consider wave propagation

due to a vertical electric dipole located near the earth's surface in a radially varying
troposphere modeled by a permittivity e(r). The electrical properties on the earth's
surface at r=a are assumed to be specified by a surface impedance Z. In view of the
environmental dependence on r only, the radial dipole source excites fields that are
azimuthally independent about its axis. If the polar axis of the spherical coordinate

system is chosen to pass through the source at r=r
°
, the magnetic and electric fields

are specified in that system by the components H and E,, Ee, respectively (Fig. 1).
All field components can be derived from a scalar potential U(r)=U(r,6) via the

relations [1,21

-l 0 . oaU

i a I !! r)r (2)

IU (3)e(r)r ar 1( ap

HO = (3)r) --

with U(r) determined from the scalar wave equation
ala .t_ a
a Ira [v(r)(rU)] + -L sisnaU + k

2
(r)rU = 0 (4)

k2(r) = 0e(r)p,, = ueo.;V(r) = k~o.(t) (4a)

In (4a), rs(r) is the permittivity normalized with respect to the permittivity e. in
vacuum, and co is the wavenumber in vacuum. All field quantities have a suppressed
time dependence exp(-U). The impedance boundary condition

(5)
implies that

1 0-(r (r)rU] = Le(r)ZsU on r=a (6)

At Fr I -- o, the potential must satisfy the radiation condition.

Because the radial locations of the source and observation points satisfy the
inequalities (r"/a) - 1, (r/a) < < 1, the exact equation in (4) can be approximated. By
a sequence of scalings and redefinitions of coordinates, one may transform the field

dependence from the spherical (r,) coordinates into an equivalent dependence in
rectangular (yx) coordinates [1,2]. The approximate source-excited transformed wave
equation becomes

f .+ iA + P(y) O(X,y) = .(x)6(y-y,) (7)

subject to the boundary condition

a-j +qO=0 aty=0 (7a)
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and a radiation condition at infinity. The following definitions have been utilized:

x = m0, y= -(r-a), y" = -K(r'-a) , (&a)

k = k(0), m = 1/3 q = im [(0)]
2Z /Z o (8b)

The "attenuation function" b is derived from the normalized potential

U/Uo = 2(xx)t/
2 

e
" /'4 

P , (9)

where U. is the potential for the same dipole located in the presence of a plane
perfectly conducting earth. Because this normalization extracts the "strong" phase
variation along B-.(x/m), one obtains the simplified parabolic equation in (7). The
equivalent permittivity function p(y) is given by

p(y) = y=-2(y)( -- Y-) 
-  

1 , e(y) ,es(a+my/k) (10)

This completes the formulation of the problem.

IlL. Spectral Integral Solution

The reduced eqution in (7) for the attenuation function is separable in the (xy)
coordinates. The most general form of the solution, from which various alternative
representations can be derived, is built around a complex wavenumber spectrum.
Introducing a complex spectral variable (separation parameter) t (this parameter
should not be confused with the deleted time dependence exp(-iwt)), and recognizing
that the (B/ax) operator is algebraized by an exponential function exp(ixt) so that
(i8/&)--t, one obtains for the y-dependent spectrum the one-dimensional Green's
function problem,

{--+ [p(y)-td g2 yYy;t)= -b(y-y,)

which has the solution

gy(yyy;t) = [f2 (Y<,t) + Roft(y<,t)]ft(Y>,t) (12)gy~y~y';t) =W[f 1f2] (2

where the Wronsidan W is given by

W[f1,f 2] = flf -fl f2 , f' M df/dt (12a)

and the reflection coefficient k. by

R. fj (Ot) + qf2 (0,t) (12b)
fj (0,t) + qft(0,t)

In (12), f, and f2 are linearly independent solutions of the source-free equation in (11),
which are employed in the combination shown to satisfy the boundary conditions at
y=O and y-.o, respectively, while y, and y, denote the smaller or larger values of y
and y', respectively. Spectral synthesis then yields the following solution,

-= #egm,(y,y';t)dt (13)

This result furnishes the starting point for the detailed studies that follow.
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IV. Bilinear Permittivity Profile

A. Specini integal

We shall consider for the equivalent permnittivity p(y) in (10) the bilinear profile
(Fig. 2)

-KY) (1O+p3)(yiy) for O<y~yi (14a)
K)-0 for ysy (14b)

where ;s is a parameter to be determined from the profile expressed in the original
(r,e) coordinates. [In (14), for subsequent convenience the reference peritivity has
been placed at y-y,; accordingly, the reference permittivity7(0) in (10) should he
replaced byY(yi). If we write

then the profile parameters in (15) and (14) are related via

To reduce the equation in (11), with (14), to a standard form, we introduce the scaled
coordinate and spectral variables fand r,

( +'Uy, r = t'(1+j )yj]/,'2 - [It- }/j (1.7)

from which

A = t-y, (17a)

where C =f corresponds to y=yi. 'Then the generic equation for the source-free
solutions f=f1 ,2 in (12) becomes the Airy equation

d'
-f-f=0 r~f<fe T

Accordingly, the spectral integral in (13) may be written explicitly in terms of the
Airy functions Ai, Bi,

O(x,y) - Ytt( t -t(9
241i I ROQ)R(t)edt(9

where

Q t)-Ai(r+Ay<) + R.Bi(r-+By (19a)

7(~)=Bi(r+psy,) + RjAi(r+,iy,) (19b)

with the spectral reflection Coefficients k0 and f that arise from the earth's surface
at y =0 and the profile slope discontinuity at y -y, respectively,

R.- LM'(r) +qAi(r) (19c)
IBi(r)+qli(r)

ABi'(r+syi)+ -it Bi(r+jyj

wi(t-yj)

-' ~wj(t-y1)(1)

with WI defined In (23). Alternative representations with different convergence
properties will now be derived from the spectral continuum in (19).
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B. Normal Mode Expansion

The integrand in (19) has pole singularities t at the zeros of the denominator (the

index m here is not to be confused with the parameter m in (8b)),

1-Ro(tm)Ri(tm) = 0 , m = 1,2,3,--- (20)

or explicitly

tiAi'(rm)+qAi(rm) - st(tm-y i ) A j '
(r,+pu

y i
)+wf(t

r
.

'
yi)Ai

(r
+t

y i
) (21)

.Bi' (rm) +qBi(rm) uwl(tmyi)Bi' (rm +,yi) +wf (tmyi)Bi(rm +Ayi)

By deforming the integration path in (19) around these poles in the upper half of the

complex t-plane (the integrand converges at infinity so as to make this possible [2])

and invoking the residue theorem, one generates the residue series

XxQy) = fm(y')f.(y)exp(ixtm) (22)

I R.(t,,)4C)[Ro(t)Ri(t)]t.

where

fm(y) = Ai(rm +.uy) + Ro(tm)Bi(7m +ty) (22a)

Each term in (22) represents a mode field fm(y) in the vertical cross section, which
propagates along x with propagation coefficient tin. The profile in (14) creates a
surface duct between y=0 and yfyi because it is downward refracting in that height
interval. For y>yi, upward refraction takes place, with consequent leakage. The

mode set t. is therefore grouped into surface ducted (trapped) modes with small
leakage (Retr>p(yi)), transitional modes (Retm=p(yi)), and leaky modes
(Ret. <p(yi)) (see Fig. 3). The estimates relating Ret. to p(yi) are qualitative.
Losses due to leakage out of the duct or due to a dissipative surface impedance Z, are
expressed by Im t.n, which is positive; this controls the decay rate along x via the
propagator exp(ixtm) in (22), with larger values of Im tm implying stronger damping.

C Ray Expansion

The normal mode expansion in Section B is not always the most convenient for
characterizing high frequency wave phenomena. An alternative is provided by a ray
field expansion wherein local plane waves are tracked individually along direct and
multiple reflected trajectories from source to observer [3,5]. Although the ray
expansion can be phrased rigorously in terms of general/zed ray spectral integrals, the
principal utility of a ray field formulation rests in the asymptotic reduction of the
generalized ray integrals, which yields the approximate fields that satisfy the rules of
ray optics in inhomogeneous media. To generate the generalized ray series from the

general result in (19), it is first necessary to decompose the oscillatory Airy functions
Ai and Bi, which are natural descriptors of the (oscillatory) normal modes, into
traveling wave form. Next, the resonant denominator (1-R.Ri)

"
i in the integrand of

(19) is removed by power series expansion, and the resulting integrand is rearranged
into a sequence of combinations of traveling wave terms that form the generalized
rays. Finally, asymptotic reduction produces the conventional ray fields.

Implementing the above scenario, we introduce the traveling wave Airy functions

wt,2 
= 

Ai T iBi (23)

and thereby rewrite (19) in the form
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-1 hfi(y.,t)h 0y,t),y-,y, = .1 f (.fbyt e~jdt (24)
1, -R(t)Ri(t)

where

"(y-0,t) = w(r+uy + Ro(t)w 2(r+Ay<) (24a)

(y ,t) - w2(r+/,Ay) + Ri(t)w (r+J,,) (24b)

jj ()w) + qw,)(()4d= - r)+, (r W1,2 (r)--a wI,2(0) (24c)

- wlZtwj(r + ds j~-w2(rpL

Ri sw - W,(t-yi)wi (r+tjyi)+w; (t'yi)w(r+0yn) (24d)Awl (t'yi)w i (T +;.tyi) + w i (t-yiw (T +/y AM

and

t-yi - 2
(+-Ayi) (24e)

Inserting the expansion

( n(t)(t) ,(25)

into (24), and interchanging the order of summation and integration, one may arrange
the resulting series as follows,

F, 0) # , 0) = w oq) (26)
j-1 n-0

where GP), j - 1...4, represents four species of generalized ray integrals (Fig. 4)

fW jwi(r+py)w(r+Ay,)Aein~dt Wita)

= -1 fw 2(r+iq, )w2 (r+ity,)R0 R"e'dt (27b)

oW) = -- fw(,+;,)wj(r+jy.)R--RWedt (27c)

G = -- JW2(r+IsY<)wj(r-+y.)R.KiRedt (27d)

The physical content of the generalized ray fields may be understood by employing
asymptotic approximations in the integrands, and then evaluating the integrals by the
saddle point method. For large values of their arguments, the Airy functions w, 2 in
(23) can be approximated by [6]

wI,2(-") - T Cr'
t1

V&
14 eV ±i- 3  

-ix/4, , Rev>O (28a)

w,,z2() _'4-r.t/i- t/4e&p1t01 , ReL'>O (28b)(23b

Propagating ray fields are established by progressing phase terms as in (28a). Because
of the different arguments of the various w1 ,2 functions in (27), one must identify
distinct t-intervas where these arguments have positive or negative real parts. For the
present purposes, to obtain propagating ray fields, it is required that a)
Re(r+$y,)>O, b) Rer<, but one may have c) Re(t-yi)'0. As seen from (24d), the
argument (t-y,) appears in the reflection coefficient due to the permittivity slope
discontinuity at y yi. To distinguish the two cases, we append the subscript A =I for
Re(t-yi)>O and ( -2 for Re(t-yi)<O. The ray integrals G&95 pertaining to the spectral
intervals CX defined by the constraints a), b) and c1,2) are then reduced to the

following forms (see Fig. 5 for typical trajectories):
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X 1 j=1

Here, via (28b), Rj(t)--i, which implies that the upgoing waves in this spectral
interval are evanescent at y=yi. Virtual reflection takes place at a level y<yi, and the
value (-i) of the reflection coefficient identifies an encounter with a caustic. Then,

G~~ -' 1 (-i)nr(t',p();a) exp~ixE.!)(t)} 29
4w C (p~ )_t114(~y (29)/

where

r(t-,p(0).q) (29a
q + W-p(0)-t(2a

-Pjl --t =~ ~ ~~t~ ++ _py;_2
3 2 -py, 3

3,u ix 12p()t2+ (y _3j-py)t)P (29b)

The forms for j = 2,3,4 are similar. The saddle point til.) of the integrand in (29) is
located from the atationary phase condition

Tfl()= 0 at tj!. (30)

which yields the solution

a=-!-{n().th2+(p(y ) ) -~t(p(y, )t)1/2} t- till (31)

Then hy the conventional saddle point technique [71,

- ~ ~ ~ ~ ~ P (L F" t +~n't1.s~~ ex~x~t)(i/4) sgnQ)

(32)
with

(32a)
The saddle point condition in (31) is the equation for a ray path reflected n-times at
y = 0, the term r'' in (32) incorporates the associated reflection coefficient at y = 0, the
exponential term in (32) descrihes the phase accumulation along that path, (4i)"
accounts for n ray encounters with a caustic, and the remaining amplitude terms
account for ray tube spreading.

Now, from (28a)

R(t) - W~t~&,y')e -L ,)Yt-t (33)

where

AL+{(p
2
CI)WAWpCX) {wt(0~/Wjf , )) = r+04y (33a)

Then

G2)- 4 f t~pg);q(t-,yj) Cep{i2.)(t))
jp~ )_jI4(py T-/4dt (34)

where

=4t t + 2j {2+[p(O).t9/-(p(yj)-t9/j + (p(y )_t91/2 (p(y, ).t)3/2}

(34a)
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The saddle point condition yields

712n(P0)t)1tf<p(y)t)'j + (p&yJt)t/2_(p(y )_t)I4 (35)

and the asymptotic result
G -1  

'2 I (t ,':)();)P t ,i)exp{ix*)" (t k) +(Lr/4)sgnOWl
GRI-- rt~jp()-,)?(~j~yj {p(y.)-tQ} t/ 4( p (y . ) -tR) } 1i 4

(36)

(36a)

Similar results can be derived for the other species i =2,3,4,X = 1,2.

The forms of the solution for A = 1,2 and j = in (32) and (36) are generic also for

the other (,j) combinations. Thus

(:; ) n -+ - ..- I ( t p ? ) ,'p ( O ) ;q ) P ' ( tp ?. A ,- ,) e x p i v 4p ") ( t p ) )+ ( i r/ 4 ) s g n Q P ?. 1

G )n4 4T P _____?j~______

(37)

'l(y,t) = tp(y)-t]
t/ 2  (37a)

Here, r is defined in (29a), and i in (33a), for,( =2 whereas i=-i for( = 1. Moreover,

2#, = t~,n+3x I(2 l[~P(~)ol Y~l+-~~1Ot

- ai(yi,t)+ (y,t) +sfl3(y.t+ (37b)

OF) = - x {(2n +at ) [omr' (0t)-orffr (Yi~tI +ac+ir' (0.t)-aif I(yi~t)

+ 0rf t (y< ,t)+asftr(y,,t+ (37c)

and the ray equation (saddle point condition) is

x = 1-(2n +a1)[a2fl(Ot)-a3fl(yi,tl + a fl(Ot)-tin~yi,t )  (37d)

+ a4iy~,t)+as(y>,tj (37d)

Then the following definitions of the constants o , i = I to 5, apply:

A l, jf-2: a, -q2 -- o4 =-as =1, aj =aj 3=0 (38a)

X =Z j=2: a, =oaj =0, aj -2, o3 -- = -a l (38b)

= 1. j=3: a, =o - a = 0, q 4=o *5 =1 (38c)

I-2, j f3: a, =aj =0, a2 -lo4 = 5 1, aj - 2 (38d)

X =l, j - 4: a, =2, 2 =-c4 -as - 1, ao =j a =0 (38e)

j=2 j4: &I =Z2,ur- =- =qs = 1, aj =ajt0 (380

Typical ray paths are identified in Fig. 5. All of the asymptotic ray field results above
are based on the validity of the asymptotic approximations in (28) for the integrand.
and also on the validity of the isolated saddle point evaluation. This excludes
observation points near cautics, and also near glancing rays that are tangent to the

refractive index slope discontinuity (duct boundary) at y =Yi (Fig. 5).
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D. 1ybrid Ray-Mode E.ansion

The most general format involving ray fields and mode fields is obtained by
combining these self-consistently in a hybrid ray-mode expansion [5]. To generate the

hybrid representation, we first deform the integration path C in (19) into the two

contours C,(=1,, which surround, respectively, the trapped modes with

Re tm >p(yj) and the leaky modes with Re t. <p(yi); these contours (Fig. 6) establish

the rigorous complex extension of the real spectrum intervals associated with X = 1 and

X =2 in Section IV.C. Next, we expand the resonant denominator not into an infinite

(ray) series as in (25) but into a truncated series:

I 1 1 I+R N, 1- -S 'n 1-N, 1 ++R N1N-- - R ---j R +,W + - RAN (39)

I-R 1 " .11
2 1-R -N2 2 2 1-fR

Then decomposing the attentuation function corresponding to C and C2 as in (26),
one obtains

E r, P?(40a)
j-1L-5

where
N,- + 1 p +E~t~ +

1  ,.-$, +~)t (40b)
N= 2

Here, Gp). are the generalized ray integrals associated with C1 , = 1,2, which have

the integrands shown in (27). The remainder integrals R, , have for each wave

species j = 1 to 4 the same integrand as the corresponding ray integral Gp. % but

contain in the integrand the following additional factors:

R.:MW11+j=Ito 4 (41a)

R i,-: [ RN'(1-)]- - M , j=I to4 (41b)

Asymptotic reduction of the ray integrals proceeds as in Section IV.C. The
remainder integrals can be reduced by deforming the integration paths C1.2 into
steepest descent paths SDPF

j) 
through the saddle point t24 of the corresponding ray

integral. Because each integrand contains the resonant denominator (l-,
" , some of

the modal pole singularities t. are encountered during the deformation (Fig. 7) and
contribute residue contributions that furnish partial modes ("partial" implies that the
decomposed traveling wave spectra represented by w, and w2 in the integrands
contribute individually, instead of the full spectra expressed by the AL, Bi functions in

(22)). For X =j= 1 and N1, one obtains from deformation of C,

= G9) + RMj. (42)
rn-i

where

g ' w1(rm+iy.,)w2(rT+puy,) e (42a)

) 2 R.(t)R(t)1,.,.

is the partial mode field, and Rwn,N, is a new remainder integral having the same
integrand as Rj'%, but extending along SDPJ!4,. For saddle point tjt%, separated from

the modal pole tups, the new remainder integral can be evaluated by the saddle point

method to yield

RMl ~ 2 G , ' (43)

where

r I+ R.(t)Ri(t). - 3'l('P*'4 "{2')l+/4r (43a)

l-Ro(t)R(t) -1e-(-,?"r/,) + ./4)
'iII e + e r
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and

r = l(tp(O);q) - - (43b)
q+ivp(o)-tb

For a perfectly conducting earth (q=oo), (43) reduces to

R1% - -iG, otj-'(P(O)'tj,)1+.l (44)

The contribution in (43) or (44) is usually small When the saddle point is near the

modal pole, the new remainder integral cannot be neglected and must be evaluated by
uniform asymptotics in terms of incomplete error functions [7].

For( Aj-1, and N2, the remainder integral is split into two parts (see (41b)). For
the first term in (41b), the integration path C1 is deformed around the enclosed pole
singularities to generate a sum of modes as in (42a). For the second term in (41b), C,
is deformed into SDPtj%. This yields

Rj% M G)- R, , q Mil (45)

m-q

The integral R, is the same as the one for Rt, arising from the second term of
(41b), except that the integration path is SDP4t,. Therefore, the evaluation of the

integral can proceed as above. The same scenario can be repeated for all of the other
integrals Rp(. (Also, the PE (parabolic equation) algorithm can he used to replace
certain mode groups (5]. These aspects will be dealt with in detail in a future
publication.) When all of these results are combined, one obtains the following most
general hybrid my-mode representation of the attenuation function:

E ~tF,~2~ E G,*I~

4 Ml% 4 MR;. 4

j-1 m-s j-1 m-M.1, j-1m=M,

+~ Fr RM . (46)

The expansion in (46) is exact if the generalized ray integrals and all remainder
integrals are kept intact, but useful results are obtained by employing the asymptotic
reductions discussed earlier. We have concentrated here on formulations that utilize

asymptotic ray theory with added corrections near isolated caustics. When these
appromnations fail, the illegitimate ray fields are to be replaced by modes. Such
failures occur around the glancing ray transition (with energy splitting) at the upper
duct boundary, and also when source and observer are located near the bottom of the
duct, thereby generating trapped rays with many reflections that give rise to an
accumulation of castics. These phenomena are schematized in Fig. 5, and more
specifically in Fig. & The mode cluster, which eliminates the illegitimate near-
glancing rays at the upper boundary of the duct, remains to be established. The few
modes that can account for the illegitimate multiple rays near the bottom may in turn
be replaced by a parabolic equation (PE) propagator 15]. Clarification of these issues
is now in progress. Also under investigation are the conditions that allow the panti:i

modes G ) in (46) to be combined into full modes Gn, and (or) allow the remainder
integrals to be simplified or neglected.
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V. Numerical Results

Extensive numerical calculations have been initiated to test the validity of the
various hybrid combinations described above. The reference solutions for comparison
are being generated from the complete mode expansion in (22). Results obtained so
far for one of the test cases are shown in Fig. 9, and may be interpreted by recourse to
the ray diagram in Fig. 8. The duct parameters (cf. (10) and (14), and Fig. 2) are
Yi - 22.34, p(O) = 93.51, p(y 1) = 22.34, bo = 1.313972x10

"6, q (impedance) - 0, and f
(frequency) = 9 GHz. The source is located on the lower boundary, which is assumed

to be perfectly reflecting. Due to constructive and destructive interference among the
many propagating modes (107 modes have been included here), the resulting field is
far from mode-like. Instead, the physical propagation mechanism is well explained in

terms of ray fields, as schematized in Fig. 8.

The field magnitude plots vs. range in Fig. 9 refer to observer heights of 80 m (Fig.
9a), 140 m (Fig. 9b) and 180 m (Fig. 9c), respectively; the duct extends up to 200 m.
The range points identified on these plots correspond to those in Fig. 8, where they
are seen to locate distinctive regions pertaining to the ray diagram. For the 80 m
observer height, the range interval A'At in Fig. 8 is reached only by a single (the
direct) ray. The ray field magnitude in Fig. 9a decays monotonically there, in accord
with the single ray interpretation. Between A, and A2, the observer receives two ray
contributions (each having one bottom reflection), thereby interpreting the almost
periodic oscillations in Fig. 9a that accompany this interference mechanism. The
A2A3 interval is again reached only by a single ray (with one bottom reflection) so
that the field decay resembles that in the A'At interval. The irregular interference
pattern between A3 and A4 in Fig. 9a is attributed to the presence of 3 rays in Fig. 8,
whereas the more regular pattern in the interval A4As is again due to 2 rays. When
the observer moves to an elevation of 140 m, he encounters ray shadow zones in range
intervals B1B2, B4B5, BB 8 (Fig. 8). Accordingly, the field there is very weak (see
Fig. 9b), and is, in fact, not predicted by the infinitely dark shadow (zero field) of
simple ray theory; however, uniform ray theory [7] can account for penetration of the
shadow zone. The field behavior in the illuminated regions follows the format
discussed for the 80 m elevation, in view of the following ray configuration here:
B'Bi - direct ray only; B2B3 - 2 rays (B2 lies on a ray caustic and B3 on a limiting
ray); B3 B4 -1 ray; BsB 6 -2 rays; B6B7 -1 ray. These phenomena are sharpened at the
180 m elevation, which approaches the upper duct boundary. The simple field
magnitude profile in Fig. 9c follows from the ray configuration (Fig. 8): C'C 1 - direct
ray only; CIC 2 - shadow; C2C3 - I ray; C3C 4 - shadow; C4C5 - I ray.

It has therefore been confirmed that the qualitative interpretation of the reference
field data in Fig. 9, although generated by modal summation, is actually linked in the
most direct and straightforward manner to the ray fields. The quantitative prediction
of the fields in Fig. 9 by the ray model evidently requires refinements, especially in and
near the critical regions identified earlier. This is where the hybrid form comes into
play. An investigation of this aspect is in progress.

VI. Summary

We have established the machinery for systematic investigation of high frequency
electromagnetic propagation in a troposphere whose height refractive index profile
gives rise to a surface duct. A bilinear index profile has been chosen for a test
environment because accurate numerical reference solutions, based on an exact modal
sun, can be generated in this case. Our goal has been to parametrize the field in
terms of ray field constituents, which have cogent physical content and can be
computed with relative ease, and to compensate the simple asymptotic ray algorithm
with other field constituents in those critical regions where ray theory fUs. This has
led to a self-consistent hybrid format, which is given in its most general form in (46).
The format is rigorous and therefore allows systematic study of simplifying
assumptions that reduce its complexity. Such a study is now in progress. It is hoped
that there will emerge an algorithm capable of maling reliable predictions in those
observational regions that are not treatable by simple ray theory alone, without adding
excessive computational complexity.
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If our endeavor succeeds for the test environment, it can be generalized to other A

height profiles, including those with weak lateral and longitudinal variations. The
generalization will be based on the localization and adaptability of high frequency
wave phenomena. Ray fields are readily defined in a three-dimensionally varying
environment, and local modes can do the same for modal constituents. Extensive
numerical experiments, and comparisons with other algorithms (for example, PE) as
well as reliable experimental data, will have to be carried out to establish the limits of
accuracy of the hybrid model.
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Figure Captions

Fig. I Spherical earth (radius r=a) with vertical electric dipole source at Q.
(r,0,0b) are spherical coordinates, and the excited field components are Er,
E, H#.

Fig. 2 Bilinear permittivity profile corresponding to (10) and (14).

Fig. 3 Qualitative placement of singularities (for low loss surface conditions) and
integration path for (19) in complex t-plane. Trapped and leaky mode
ranges correspond roughly to Re tm > p(yi) and Re tm < p(yi), respectively.
where yj locates the upper boundary of the duct. m =mode index.

Fig. 4 Ray species j = I ... 4 for categories A = 1 (trapped inside duct) and X = 2
(leaking out of duct). For arbitrary reflection index n, the ray species are
organized according to their directions of departure from Q and arrival at
P.

Fig. 5 Typical ray trajectories categorized as in Fig. 4. Trapped rays- leaky
rays glancing rays ---.

Fig. 6 Deformed integration contours preliminary to hybrid ray-mode expansion.
C1 and C2 enclose the trapped and leaky modes, respectively.

Fig. 7 Hybrid ray-mode expansion by deformation of integration contours C, and
C1 into steepest descent paths SDPP, 1 through the saddle points t& of
the remainder field integrands. Mode contributions arise from poles
crossed during the deformation.
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Fig. 8. Ray plot drawn to scale for bilinear surface duct with parameters h = 200m
(y, -22.34), p(0) = 93.51, p(y,) = 22.34, bo = 1.313972x10r', q = 0, and
f = 9GHz. The source is located on the perfectly reflecting bottom
boundary. Observation heights at 80m (A'A"), 140 m (B'B*

° ) and 180
m (C'C") correspond to the numerical data in Fig. 9. The domains
illuminated by various ray species are bounded by their cau'tics and by
limiting rays (which graze the upper duct boundary).

Fig. 9. Field magnitude vs. horizontal range for the three elevations identified in
the duct of Fig. 8.
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The Parabolic Equation Approach to Predicting Tropospheric
Propagation Effects in Operational Environments

G. Daniel Dockery
Eric R. Thews
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Laurel, Maryland 20707

ABSTRACT

The Electromagnetic Parabolic Equation (EMPE) propagation program, which was developed at The Johns Hopkins University Applied
Physics Laboratory (APL), has been demonstrated to predict accurately the propagation of electromagnetk energy in environments with com-
plicated refractivity characteristics. The validation and application of EMPE have also necessitated the development of new atmospheric mea-
surement techniques as well as methods for representing realistically the range variations of refractivity structures. In this paper, a brief description
of the parabolic equation approach and solution technique is first presented; comparisons with other propagation models are included. The
measurement techniques that have been used to obtain accurate, high-resolution refractivity data are then discussed. Examples of how such
refractivity data, in conjunction with a refractivity range-interpolation algorithm, have been used in EMPE to obtain good agreement with
measured signal levels are also presented. The problem of developing a useful decision aid for operational systems based on the EMPE pro-
gram is then addressed. The issues that are discussed include vertical and horizontal resolution of atmospheric data, timeliness of measure-
ments, speed of propagation calculations, use of refractivity models, and automation of the environmental assessment process. An approach
that is being pursued at APL for AEGIS shipboard applications, involving the use of expendable rocketborne radiosondes, is described.

I. INTRODUCTION

Open-ocean and coastal marine environments frequently contain vertical and horizontal refractive index variations that have a profound
impact on the operation of radiating shipboard systems operating at frequencies above a few hundred megahertz (Refs. 1-3). In nonstandard
refractive conditions, communications may be interrupted or suffer increased interference, while radar systems can experience extended or
reduced target detection ranges, increased surface clutter, and altered altitude estimates. Furthermore, these effects have been observed to
vary drastically with time, season, geographical location, frequency, and transmitter/receiver geometry. Clearly, the ability to predict and com-
pensate for these effects on board an operational ship is desirable.

The idea of obtaining timely estimates of environmental impacts on radar and communications systems performance is not new. The suc-
cessful development and deployment of the Integrated Refractive Effects Prediction System (IREPS) (Ref. 4) has established the usefulness
of such a capability. IREPS has been installed on selected U.S. Navy ships and used in conjunction with refractivity data obtained periodically
using balloonbome radiosondes to provide estimates of radar coverage and communications performance in the measured environment. In
the absence of current radiosonde measurements, IREPS can also use historical refractivity data taken from a database resident in the com-
puter program.

Recent advances in propagation modeling and atmospheric measurement suggest that some of the limitations inherent in the IREPS/
balloonsonde procedure can be avoided in future environmental assessment systems. In particular, the combination of propagation models
based on a parabolic wave equation, substantial increases in the capabilities of small computers, and new techniques for obtaining high-resolution
refractivity information makes it feasible to obtain significant improvements in the accuracy and timeliness of system performance predictions.

There are many potential applications of radar performance predictions for both the operation of individual sersors aboard a surface ship
and the coordination of multiship operations. Optimum choices of the radar parameters that are under an operator's control, such as transmit-
ted power or detection threshold values, may be made through assessment of the impact of these parameters on total system performance
in the current environment. Depending on the sophistication and flexibility of the radar system, other characteristics that may be varied include
the radar waveforms used for clutter rejection and the level of sensitivity time control, which is commonly used to desensitize a radar at close
ranges. Also, improvements in both low-altitude detection performance and monopulse altitude estimates may be possible through dynamic
antenna beam shaping and/or pointing as a function of the environment. If optimum radar parameter choices can be established for a speci-
fied propagation environment, then integration of the decision aid process into the radar system may ultimately be desired.

Predictions of radar and weapon system coverage in the current environment can also be used to determine the most effective manner in
which to position ships with respect to each other. Similarly, airborne assets can be optimized by placing surveillance aircraft in regions where
detection and tracking performance with the surface-based system is predicted to be inhibited by the propagation conditions; this has been
a common application of IREPS in the past. Finally, electronic support measure considerations, such as the ranges at which one's sensors
may be detected, may also be addressed.

With the advent of high-fidelity propagation models and the portable computation power necessary to utilize them, the primary difficulties
encountered in designing an accurate environmental assessment system are associated with acquiring the necessary atmospheric data. The most
serious difficulties in this area are encountered when one decides to include horizontally varying refractivity information, because this necessi-
tates determining the atmospheric conditions in range and azimuth as well as altitude. Potential methods of obtaining horizontally varying
information include frequent flights by aircraft equipped with atmospheric sensors or dropsondes and using three-dimensional remote-sensing
techniques involving radars or laser systems. Currently, these approaches are plagued with either logistic or theoretical problems. If obtaining
atmospheric data in lateral as well as vertical directions proves to be impractical, one can consider using information obtained from a historical
database for the current area (if one exists) or from a mesoscale forecasting model, such as those that are based on planetary boundary layer
modeling (Ref. 5). Information acquired from these sources would, cf course, be inferior to that obtained from in situ, high-resolution at-
mospheric measurements.

An additional goal for new environmental assessment systems is that the entire process, from the initiation of atmospheric measurements
through the formation of system performance predictions, be executed rapidly and frequently enough to be applicable to the current environ-
ment. In temperate, coastal regions, diurnal variations can be severe enough to require that measurements be made as often as once an hour
to achieve this goal.

The question of whether or not to attempt to account for horizontal variations and rapid temporal changes hinges on the degree of accuracy
that is desired in the system performance predictions. This, in turn, depends on the applications, such as those discussed above, that are envi-
sioned for the performance predictions. The usefulness and feasibility of such high-fidelity predictions tn an operational application have yet
to be investigated.

In this paper, a shipboard decision aid system that has been developed at APL for use on AEGIS ships is described. Propagation calculations
for this system are performed by the EMPE program, which was developed at APL (Refs. 2 and 6). A system using a low-cost, expendable
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rocketsonde, also developed at APL (Ref. 7). is used to collect atmospheric data for use in EMPE. Although EMPE can predict propagation
in range-varying environments, the current version of the decision aid system assumes that the refractive conditions are horizontally homoge-
neous. In the sections that follow, EMPE and the two atmospheric measurement systems (including the rocketsonde) that are most commonly
used by APL are described. Finally, a discussion of the decision aid system itself and examples of its output are presented.

2. PROPAGATION CALCULATIONS USING THE PARABOLIC EQUATION

Parabolic equations were used to describe electromagnetic propagation in a vertically stratified troposphere by Fock in 1946 (Ref. 8). In
1973, Tappert used the parabolic equation and an efficient numerical method, called the Fourier split-step algorithm, to model acoustic propa-
gation in the ocean (Refs. 9 and 10). Tappert demonstrated the ability of this approach to predict propagation losses in the presence of vertical-
ly and horizontally varying sound-speed profiles. The central equation used in EMPE for electromagnetic calculations is identical to that used
in the acoustic problem.

The advantage of the parabolic equation/Fourier split-step approach is that it is a full-wave, forward-scatter calculation that relies on a
stable numerical scheme rather than on separation of variables or some other approach that involves simplifying approximations. As such,
it is not restricted to particular regions in space (aside from avoiding the near field of the antenna), and it will account correctly for complicated
variations of the refractive index in both range and altitude.

A discussion of the derivation of the scalar parabolic wave equation beginning with the vector wave equation is presented in Ref. 2 and,
in less detail, in Ref. 6. Briefly, the vector wave equation describing propagation over a spherical earth can be reduced to a parabolic equation
through a series of approximations that neglect the backscattered field and restrict the size of refractive index gradients that can be modeled.
The refractive index gradients that violate the latter restriction are rarely encountered in the troposphere.

The problem is then translated to a pseudorectangular coordinate system, where the correction for the earth's curvature appears as a simple
modification to the refractive index. The resulting parabolic equation, combined with an impedance boundary condition at the earth's surface,
is an initial value problem in which the initial solution is chosen to provide the desired antenna parameters such as pattern shape, pointing
direction, and antenna altitude. The solution is advanced (or "marched") in range using the Fourier split-step algorithm mentioned earlier.

In the past few years, the basic EMPE program has been upgraded to account for both ideal and measured antenna pattern. and urface
roughness (Refs. 6 and 1I). With these added features, EMPE includes the effects of transmitter/receiver geometry, frequency, pO,.tdration,
antenna pattern, the earth's curvature, electrical properties of the earth's surface, surface roughness, and variations in the refractive index.

In the examples that follow, it is convenient to describe refractive conditions using "modified refractivity" (M, usually presented as a pro-
rile versus altitude. M is related to the refractive index according tc

M = (n - I + Z/a) x 10', (I)

where z is the altitude coordinate, a is the earth's radius, and n is the usual refractive index. Negative vertical gradients of M are associated
with atmospheric ducts or trapping layers. Whether energy is trapped by a given "ducting" layer depends on the angle of arrival of the "rays"
and on the thickness of the layer relative to the electromagnetic wavelength.

Calculations using EMPE have been compared with those generated by other models for relatively simple atmospheric conditions (Ref. 6).
In Fig. 1, EMPE calculations of power relative to free space for standard "4/3 earth" atmospheric conditions (corresponding to an M-gradient
of 117 per kin) are compared with an effective earth radius model described by Kerr (Ref. 12); results are shown for both horizontal and
vertical polarization. A frequency of 3 GHz, an antenna altitude of 31 mn, and a smooth, finitely conducting sea (20* C and 3.6

1
a salinity)

are assumed, and the altitude of the calculations is 305 m. EMPE and the 4/3 earth model are observed to agree quite well, and the expected
differences in interference null depths for the two polarizations are evident.

EMPE results have also been compared with those generated using a waveguide mode formalism (Refs. 13 and 14). Practically, the waveguide
approach is applicable for simple refractivity profiles that are homogeneous in range and in regions that are beyond of the interference (mul-
tipath) region. A homogeneous surface duct was modeled using a refractivity gradient of -355 M/km up to an altitude of 37 m and
117 M/km above this point.

In Fig. 2, EMPE and waveguide results are plotted as vertical profiles of power relative to free space from 0 to 100 m at ranges of 40,
80, 120, and 160 km. As in the previous example, the frequency is 3 GHz and the antenna altitude is 31 m. Once again, EMPE exhibits excel-
lent agreement with the other propagation model.

Because the parabolic equation/Fourier split-step approach can perform calculations under realistically complicated refractive conditions
that are beyond the capabilities of other models, complete validation of the method is most effectively achieved via comparisons with measured
data. For this reason, considerable effort has gone into collecting propagation data in situations where the refractivity environment has been
characterized by meteorological measurements (Ref. 11). This has been accomplished by recording signal levels from a calibrated beacon at
a coastal radar site while an instrunmeted helicopter collects atmospheric data along the direction in which the radar is pointed. The helicopter
executes a sawtooth flight path in altitude to collect data between 3 and 300 m nominally. This procedure, which is performed over the sea,
is illustrated schematically in Fig. 3. The atmospheric measurements are discussed in more detail in the next section.

One such test, performed at the NASA Wallops Flight Facility on Virginia's eastern shore, used C- and S-band shorebased radars and the
corresponding transponders mounted on a twin-engined airplane that flew at a constant altitude of 31 es. The refractivity profiles measured
on the afternoon of October 9, 1986, are presented in Fig. 4; the observed range dependence is not unusual for the Wallops Island coastal
environment.

Range-varying conditions such as those shown in Fig. 4 usually necessitate the use of an algorithm that determines how the refractivity
structures in the profiles should evolve in range. A routine that performs this function by establishing a hierarchy of refractivity structures
(or layers) and matching them in adjacent profiles has been developed and is described in Ref. II. Operating on the profiles of Fig. 4 with
this algorithm and using the interpolated profiles in EMPE, the results given in Fig. 5 were obtained; the three measured data curves cor-
respond to the three passes the airplane executed during the period when the helicopter was collecting atmospheric data. Standard atmosphere
results are included for reference. The agreement obtained in this case is typical of what has been observed throughout the EMPE validation effort.

3. ATMOSPHERIC MEASUREMENTS

In degairng and conducting propagation experimnts for the purpose of validating EMPE's predictive capability, a number of new atmospheric
measurement techniques were developed by members of APL's Space Department (Ref. 7). The two measurement systems that have been
met heavily used are an instrumented Bell Jet Ranger helicopter and rocketborne radiosondes (rocketsondes). In both methods, temperature,
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pressure, and humidity are recorded and subsequently converted to profiles of modified refractivity, M. The helicopter system uses a radar
altimeter to obtain accurate altitude measurements, while the rocket system relies on pressure measurements to determine the altitude.

Experience gained in propagation experiments such as those described above has demonstrated that relatively high vertical resolution in
atmospheric measurements is crucial. The 50- to 150-m resolution that has been obtained historically using balloon radiosondes (balloonsondes)
is too large to provide an accurate representation of low-altitude refractivity structures. In most cases, for instance, surface ducts with heights
of 100 m or less will go undetected.

In shipboard applications, two factors unite to reduce further the quality of balloonsonde data. First, the lowest data point (which can
practically be no lower than the launch deck height) is often corrupted by the impact of the ship on the local environment. Second, in many
cases, data points from the balloonsonde record are retained only if they meet some meteorological criteria; this process causes further loss
of resolution and accuracy, thus making the resolution numbers quoted above optimistic.

The helicopter and rocket-based systems both provide a vertical resolution far in excess of what is typically obtained with balloonsondes.
Figure 6 provides a comparison between refractivity data collected with the instrumented helicopter and that obtained with a standard balloon-
sonde; the data were collected simultaneously at the Wallops Island facility. Except for the surface value, which is usually very questionable
for balloonsondes since there is no airflow through the sensing instrument, the agreement between the two systems is good. The profile inferred
from the measurements, however, is radically different below 300 m. For a surface-based radar or communication system, of course, the
conditions below 300 m are the most important.

The helicopter has been the principal platform for collecting atmospheric data during APL propagation experiments because of its ability
to sample the environment in range. Using a radar altimeter, the vertical resolution of the nelicopter measurements is approximately 1.0 m
(Ref. 7). The range resolution that is achieved is typically on the order of 2 to 4 kin; this lateral resolution has thus far proven to be adequate
to characterize the environment.

The rocketsonde system operates by ejecting a radiosonde package on a parachute at an altitude that is determined by the size of the rocket
engine used; the maximum altitude is generally chosen to be between 500 and 1000 m. In a shipboard application, the rocketsonde package
telemeters data to a receiver until it reaches the sea surface some distance from the ship. The vertical resolution is typically 4 m or less. Com-
parisons between rocketsonde and helicopter measurements have consistently yielded good agreement.

A final issue must be addressed when attempting to characterize the atmosphere at very low altitudes. Despite the use of techniques that
provide good vertical resolution near the ocean's surface, rapid temporal fluctuations in this region (i.e., below 20 m) often make measure-
ments at these altitudes unstable. That is, a single profile in this very low region does not necessarily provide information on the average
condition in space or time that is experienced by electromagnetic waves propagating along the sea surface.

The difficulties associated with measuring directly atmospheric quantities near the sea surface have long been recognized by investigators
at the Naval Ocean Systems Center. As a result, a meteorological "evaporation duct" model, which is driven by measurements of wind speed,
humidity (at an altitude of a few meters), and the air-sea temperature difference, has often been used to provide the refractivity profile at
low altitudes (Ref. 15); this type of model is included in IREPS (Ref. 16). The model is intended to account for the ducting layer that occurs
at the air-sea interface as a result of the rapid change in humidity that exists near the ocean's surface. The ducts are often too small to detect
easily, even if stability were not a problem, but are large enough to have a significant impact on propagation, particularly for frequencies
at or above 3 GHz.

An attractive option is to augment refractivity measurements made with a high-resolution technique with evaporation duct predictions using
the model mentioned above. However, although the evaporation duct model has been demonstrated to explain generally the propagation statistics
of long-term observations (Ref. 17). its usefulness in short-term propagation predictions has yet to be established. This issue is expected to
receive considerable attention in the near future.

4. SHIPBOARD ENVIRONMENTAL ASSESSMENT USING ROCKETSONDES AND THE PARABOLIC EQUATION

The development of an operational decision aid system for use on AEGIS ships has been underway at APL for the past year. The system
combines a streamlined version of the EMPE program, atmospheric data collected by rocketsondes, and a radar detection model to provide
in situ estimates of detection performance with reasonable timeliness. In addition to using the parabolic equation to perform propagation
calculations, the primary advantages of this system are that it uses high-quality refractivity data and that these data are transferred automati-
cally from the rocketsonde receiver to the EMPE portion of the system. Persons familiar with the usual procedure associated with entering
balloonsonde data into IREPS will understand the significance of the latter feature.

A version of EMPE with fixed radar and problem-size parameters has been installed on a Hewlett Packard 9020 desktop computer; this
computer has superseded the HP 9845 desktop for Navy shipboard applications. It also contains the shipboard radar detection model, as well
as ship stationing scenarios and engagement modeling capabilities which are beyond the scope of this article. An IBM-compatible personal
computer (henceforth referred to as the IBM) does a small amount of processing on the refractivity data before their use in EMPE. The major
pieces of the environmental assessment system as instaled aboard an AEGIS ship are illustrated in Fig. 7.

The current version of the rocket system uses components similar to those used in hobby rockets; it is 66 em long, 6.4 cm in diameter,
and weighs 453 g. The radiosonde portion of the rocketsonde weighs 113.4 g. A new rocket design with a diameter of less than 3 em is under
development.

The radiosonde receiver/decoder (Fig. 7) demodulates the narrowband FM signal received from the rocketaonde instruments and performs
frame synchronizamt and error correction on the data. As the data are received, the IBM, running proprietary software, scales the data to
account for instrument calibrations and stores the raw data on disk. After the parachuting package has impacted the water, a data conditioning
program in the IBM scana the raw data for the maximum altitude achieved and discards bad data (which may result from telemetry dropouts,
unrecoverable errors in the telemetry code, or erroneous measurements). Using the remaining data, a modified refractivity verus altitude ile
is created, plotted on the computer screen, and subsequently formatted and transmitted over a fiberoptic link to the HP 9020 computer located
in the Combat Infornmation CAter of the AEGIS ship. Upon receipt of the data, EPE automatically begins its calculations, and users of
the decision aid systems are informed that new propagation data will soon be available.

The preparation of the rocket and instruments before launch takes about 10 min, and an average of 6 min is used in the period beginning
with the laumh and ending with the splash of the instrument package. Raw data conditioning and transfer over the fiberoptic link require
approxlmately 4 min, and EMPE uses 17 rsin to complete a calculation out to approximately 120 km in 0.46-km range steps. Thus, new propa-

aldon daa are available for further processing by the decision aid system 27 miin after a rocket launch.
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To limit the execution of the propagation portion of the program to a reasonable length of time, the atitudes of the EMPE calculation
are restricted to 0 to 305 m; precalculated 4/3-earth propagation loss values are used for higher altitude performance predictions. The examples
presented below are restricted to the region for which EMPE calculations have been performed.

The low-altitude radar model incorporates the appropriate parameters such as power, transmit and receive antenna gains and losses, process-
ing gains and losses, and radar operator definable options. Sensitivity time control and barrage jamming effects are also included. The proce-
dure involves using the EMPE propagation loss values in calculations of two-way power at positions on the EMPE mesh; the full resolution
in range is retained, and the vertical resoition is nominally 1.5 m. The two-way power and other radar parameters are then used to determine
the targer radar cross section required for a 50% probability of detection at each point on the mesh. By assigning colors or shades of gray
to specified ranges of target cross section, contours of 500%a probability of detection are generated.

The decision aid system described above was installed and tested at sea on an AEGIS ship in November 1988. A profile of modified refrac-
tivity derived from data collected by a rocketsonde during this test is presented in Fig. 8; these data were collected approximately 180 km
off the east coast of the United States. The slope of the profile is 121.4 M/km, which is very close to the 4/3-earth gradient.

The propagation and detection calculations presented here were performed for a hypothetical C-band radar with an antenna altitude of
31 m, a beamwidth of 2', and a pointing direction of 1'. The transmitted power and other system parameters correspond to a free space
detection range of 150 km for a I-M

2 
target.

Figure 9 presents a pray-scale contour of 50s probability of detection for the hypothetical radar system using the profile of Fig. 8; this is
a typical detection contour for standard atmosphere propagation conditions. Refractivity data collected the day before those shown in Fig. 8
are given in Fig. 10; a small ducting layer is evident below 35 m. The corresponding detection contour is presented in Fig. I1. The impact of
the duct is clear; greatly increased detection ranges are indicated for targets in the duct. Above the duct, detection probabilities are enhanced
at all altitudes for larger targets and reduced somewhat for smaller targets.

5. CONCLUSION

In the November 1988 at-sea tests, the EMPE/rocketsonde assessment system demonstrated a capability to provide low-altitude radar per-
fornance predictions in a timely and virtually automated manner. The parabolic equation method of modeling propagation is the only current-
ly available technique for accurately predicting relative power levels both within and beyond the horizon in complicated refractivity conditions.
Furthermore, the use of rocketsondes, which provide high-resolution atmospheric data all the way down to the ocean's surface, represents
a substantial improvement in data quality when compared with balloonsonde systems.

As computer technology continues to advance, it will become increasingly practical to extend shipboard parabolic equation calculations
to higher altitudes and longer ranges; the HP 9020 machine used thus far is, in fact, considerably slower than state-of-the-art computers of
that size. The use of a small, but dedicated, array processor would also significantly decrease the required execution time.

The largest potential difficulty is associated with the acquisition of laterally varying atmospheric data. In the absence of a proven remote-
sensing technique involving high-resolution (i.e., laser) radars or similar approaches, sounding the atmosphere in three dimensions presents
enormous logistic problems. On the other hand, it seems unlikely that a high level of confidence can be associated with performance predic-
tions generated using a single refractivity profile, particularly in temperate coastal regions. Therefore, future efforts should include studies
to determine the value of representing horizontally varying propagation conditions in shipboard applications.
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Figure 3. Typical arrangement for propagation experiments conducted at Wallops Island, Virginia.
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SUMMARY
The use of parabolic wave equation codes to model tropospheric radio propagation is rapidly gaining

popularity. To properly implement these powerful techniques into radar performance assessment mod-
els, requires a detailed understanding of the inherent errors in the parabolic approximation. This paper
examines three major sources of error in split-step parabolic equation solvers: 1) approximation of the
elliptic wave operator by a parabolic operator, 2) truncation error in the formal parabolic solution, and 3)
truncation error in the split-step operator. These errors are discussed in the context of operational codes.

1. INTRODUCTION
In December 1901, Marconi became the first to transmit radio signals across the Atlantic Ocean thereby

sparking interest in the propagation of electromagnetic waves over the surface of the earth. In the following
forty years, much progress was made by mathematicians and physicists in understanding low frequency
radio propagation. With the development of radars during WWII, it became readily apparent that refrac-
tion and diffraction phenomena at microwave frequencies were driven by environmental variations in the
troposphere. While advances were made in understanding propagation in vertically stratified atmospheres
using normal mode methods, the problem of horizontal environmental variations remained unsolved. In
1946 Leontovich and Fock 1,2 

made a breakthrough when they introduced the concept of a parabolic wave
equation (PE) to model transhorizon radio propagation. However, it was almost thirty years before a prac-
tical solution to the Leontovich-Fock parabolic wave equation was developed by Hardin and Tappert

3
to

model ionospheric propagation. The Tappert-Hardin split-step Fourier method exploited advances in com-
puter hardware and the development of fast Fourier transform (FFT) algorithms to yield efficient numerical
solutions to the Leontovich-Fock parabolic wave equation. In 1974 Tappert 4

introduced split-step PE to
the underwater acoustics community and it rapidly became a valuable tool for predicting range dependent
underwater sound propagation. In 1983 the split-step PE method was re-applied to radar propagation
by Ko et al'to study anomalous tropospheric propagation. Since then a number of other groups have
developed radar PE models including the Naval Ocean Systems Center (NOSC).

The NOSC radio parabolic equation (RPE) code is based upon the split-step Fourier algorithm solution
to the parabolic wave equation and incorporates many features designed to make it useful for radar system
performance modeling. The goal was to design a robust PE code which is highly automated, that incor-
porates local step-wise error control, and is very efficient in terms of computer resources. A good deal of
effort was directed toward ensuring the fidelity of model outputs-an ever present problem when dealing
with numerical codes.

Because the application of split-step PE methods to tropospheric radar problems has become common-
place, the formal development of the algorithm will only be briefly described. Rather, this paper will focus
on some of the more subtle issues which arise in implementing a numerical PE code; namely the control of
truncation errors and techniques for dealing with complicated boundary conditions. Too often, the degree
to which error controls are implemented in numerical codes, such as PE, can make the difference between
a viable computer model and one in which the outputs are in question. In section 2, an exact "earth-
flattened" elliptic cartesian wave equation is derived which describes electromagnetic wave propagation in
a spatially inhomogeneous troposphere. Operator splitting methods are then used to derive a parabolic
wave equation. Section 3 deals with an error analysis of the split-step method.

2. PARABOLIC APPROXIMATION

In this section the elliptic Helmholtz equation which governs the propagation of linearly polarized radi-
ation over the earth's surface is derived from Maxwell's equations. The resulting two-dimensional elliptic
partial differential equation in earth-centered coordinates is then mapped exactly into a cartesian frame
and approximated by a parabolic system.

Elliptic Wave Equation
The problem at hand is to describe mathematically electromagnetic wave popagation in a spatially

inhomogeneous troposphere. Rationalized mks units are employed an' monochromatic radiation having
an implicit time dependence exp(-iwt), where w is the radian frequency, is assumed. A linearly polarized
source is assumed located at 0 = (ro, 0,0) in an earth-based spherical coordinate system (r, 9, 0) with
polar axis co-linear with the source. The propagation medium is assumed to vary only in the meridonal
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plane connecting the source and receiver (i.e. no 0 dependence). Under these assumptions and using
standard methods to convert the first order Maxwell equations to a second order system, the spectral
component of the magnetic intensity vector, H(,w), can be shown to satisfy

- V x H(r) x V + w2pOe(rH(r- ) = 0, (1)V2H~e-")

where p0 is the free-space magnetic permeability, e(r) is the absolute dielectric constant, and F = r4r + 0iS
is the position vector in the source-receiver plane. Similarly, the electric field vector E can be shown to
satisfy an equation of the form

V 2
E(r) + V (E(r. r + w2pOOr lE( = 0. (2)

Since the equation satisfied by the electric field is contained in Eq. (1), attention will be focused on
obtaining solutions to the latter.

If the source emits vertically polarized radiation, then the non-zero magnetic field vector components
are H = H#(F and Eq. (1) becomes in spherical coordinates

e(r) 0 1OrHO(r) (r) 8 sinO H 2(r) [ cot 0 le(r) 1 0. (3)
Or e( " r2sinO - + jAOQ) r 2,() 1 H(r-

Equation (3) is not in the desired Helmholtz form but can be transformed into it by a slight change of
variable. Define a new dependent field variable u by

u(r-) u(r,o) = - rH (r,O), n(r,G) = Ve(m-0)/eo, (4)
n(r, 6)

where n is the index of refraction referenced to the vacuum dielectric constant c0 . In terms of u, Eq. (3)
becomes the desired Helmholtz equation:

+ + k2n (r,0)] m(r,O) =0, (5)

where k = wfu-o is the vacuum wavenumber, and neff is an "effective" index of refraction defined by

2 n
2

(r,O) + 
6 n(r, )

8 ) cot 0 On 1 1 n 
2
n

-  
0
2
n
-1

n~r,) --r- +4+42 2 02 Op 42 (6)

The additional term 6n in Eq. (6) is generally small except in two cases. The first case occurs for
propagation near the boundary separating dielectrics with finite conductivity, in which case the spatial
derivatives may get large. The second case occurs at low frequency where the wavenumher k is small.
Inclusion of the 6n correction allows one to deal in a unified manner with propagation over idealized
boundaries as well as treat propagation in the presence of sub-surface overburden.

Exact Earth-flattening Transform
The coupling of r and 0 variables in Eq. (5) is not desirable for numerical work and can be eliminated

by means of a simple transformation from the spherical (r, 0) coordinate system to an equivalent cartesian
(z, x) coordinate system defined by

z=aln(l+h/a) ;h, if h/a <l, (7)
z = aS,

where a is the earth's radius, and h = r - a is the local altitude. This transformation is commonly denoted
as an "earth-flattening" transformation, and with the approximation z t: h has been studied by Pekeris

6
.

In terms of the new flat-earth variables, define a modified index of refraction, m, by

mn(z,z) = n(O,r)ez/O, % n(z,z)(1 +z/a), if z/a 1 1, (8)

and a new dependent field variable,w, by

w(X, z) = e'/u(l, ) -ae3z/2a () " "

v"Z) H#(z, x), if x/a < 1.
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Then, in the flat-earth coordinate system, Eq. (5) takes the form

-2+ + K
2

( , z)J se(z, z) 0, (10)

where K(z, z) is the "effective" wavenumber defined by

K
2
(Xz) = k2m

2
(xz)- cot(z/ ) m + csc

2
(r/a) 1 8

2
m + 02Mn-I i rn- 

1
.

am -57x 4a2O In8. o - a8 (11)

For no range dependence of rn, Eq. (11) becomes

K xz) - 2m2() 1
K4

2
-(-, Z) =kin5  z + -p, if x/a C 1, (12)

m2,ftz) = n2(e2
4 0 + -i[1-. -2( an2_IN

2 
[n Z2 \nTz) an -5;'

;,n
2

(z)(1 +2z/a), if z/a < 1.

which is the same form as the earth-flattening approximation discussed by Pekeris. The Pekeris transform,
however, was based upon z = r - a and is only valid for small z/a in contrast to that given by Eq. (7)
which is exact.

While Eq. (10) follows exactly from Maxwell's equations, analytic solutions are only possible if K is
independent of z. Nor is direct numerical solution feasible; because Eq. (10) is an elliptic partial differential
equation, it must be numerically solved over the entire propagation domain simultaneously.

To deal with this problem, Leontovich and Fock introduced the concept of a parabolic wave equation.
The approach of Leontovich and Fock was to make the envelope transformation

w(Y) =e&Ozp(), (13)

then substitute it into Eq. (10), and drop a term, , to yield the Leontovich-Fock parabolic wave

equation (PE):

2ik 0 4( (14)

where k0 is a reference wavenumber. The justification for dropping the second derivative term is usually
made on the grounds that the envelope function 0 is a slowly varying function of the range coordinate z.
While pedagogically correct, such a derivation of PE does not yield any insight into the approximation nor
the errors that are incurred in using it. An alternative approach to deriving the PE is via factorization of
the elliptic wave equation. If we define an operator Q(-) by

Q( z= + K2(-), (15)

then Eq. (10) can be expressed equivalently in the factored form

( - +iQ) ( - -iQ)w(-)+ i [ ,Q w(-) = 0, (16)

(The notation Q]= - is the commutator of the operators and Q.)

For range independent propagation [J-, Q] = 0, and the equation satisfied by outwardly propagating

waves is just

6, 
= 

Q(x)w(x. (17)

Equation (17) represents an exact formal solution to the range independen* Helmholtz equation, and is
the most general PE which is exact for range independent media. Following Tappert

7
, a parabolic wave

equation with the Q operator defined by Eq. (15) will be denoted as the general PE (GPE) and the Q
operator will be denoted as the GPE propagator. GPE is the most complete PE which is evolutionary
in range and neglects backscattering. For range independent environments it is exact within the limits of

the far-field approximation, and is the starting point for all numerical PE algorithms. In range dependent

media, however, the commutator [, Q1 # 0 and must be accounted for in solving Eq. (16).
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Bremmer Series
One method for dealing with range dependence is to develop forward scatter approximations that are

multi-dimensional analogs of Bremmer's~series solutions to second order ordinary differential equations.
This method was utilized by Corones'to analyze elliptic wave equations. Corones split the fIl-wave
elliptic solution u, into two components: one propagating away from the source toward large x, called the
transmitted of forward scattered field w+

, and the other propagating inward toward small x, the reflected
or backscattered field w-. This splitting of the total wave field into transmitted and reflected waves is
effected by operators that locally take transmitted waves into reflected waves and vice versa. In terms of
differential equations, the splitting operators determine the coupling between the forward scattered and
back scattered wave fields-precisely what is missing in the conventional derivation of the parabolic wave
equation.

Any second order system such as Eq. (16) may be recast into two coupled first order equations as

a |( ) ( o .[w( )). (18)

The splitting of w(1) into transmitted and reflected wave components is defined by a splitting matrix S(i),
with the transmitted, w

+
, and reflected, w-, components given by

')t \(W+(__)' =Sz
)  

.).(9

-'-(x-)) (19)

The substitution of Eq. (19) into Eq. (18) yields coupled equations for the transmitted and reflected wave
fields: as~ _io 1+ (20)' -/t'F(s) Iv + XZ0 ,W(-)] 'S(-) (-Q2 (i) 0) S-l()] -- (Z)) "

Various forms of the splitting matrix S are possible; in fact, S(x-) is formally arbitrary. One such splitting
is afforded by

S(i)=(i -)iQ( )' (21)(I+ilQ(Z-)

and yields the following coupled equations for w
+ 

and tv-:

- +(V) ( 8-Q (V) i aQ-(....
ax - ax ) Q(-)w-(-)+ 2 Q()wa(x, (22b)

For this definition of the splitting matrix, the above equations decouple exactly if = 0, and yield exact
expressions for the forward and back-scattered wave fields. When K(,F) is a slowly varying function of
range, then the parabolic approximation is obtained for the transmitted field w

+ .

3. NUMERICAL SOLUTIONS

This section deals with the numerical solution of the GPE, Eq. (17), in cases where the range dependent
commutator [;9&,Qj < I . Because of the square root form of the GPE propagator, normal solution
techniques for parabol;h systems are not possible. This is because Q belongs to the class of pseudo-
differential operators since it contains both multiplicative, K(2, and differential, 3-f operators under the

radical. Hence, Q(F)w(i) cannot be expressed as a finite Taylor series about the point t. To resolve this
problem and effect a numerical solution to PE, the Q pseudo-differential operator must be approximated
by ordinary operators:

Q(z,z) - A(z) + B(x,z). (23)

Then, a formal solution of Eq. (17) is expressed as

O(ZO + A, z) = e s '(o, z), (24)

Ar eiA(A+B),(x0, z).

Finally, the exponential operator in Eq. (24) is symmetrically factored into the product of exponential
operators (xo + A, z) = eiAA/2 e 

a 
e A/

2
(x, z), (25)

to yield the split-step PE solution.
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Split-step PE is thus predicated on three approximations: first, approximating the square root GPE
propagator by a finite sum of ordinary operators, Eq. (23); second, assuming an exponential PE solution
form, Eq. (24); finally, approximating the exponential PE solution operator by a symmetrized factorization
of individual operators, Eq. (25). Each of these steps introduces an intrinsic error in the split-step PE
solution-the ability to quantify these errors is crucial to the successful implementation of a numerical PE
code.

Q Splitting
The Q operator can be expressed in terms of a "kinetic energy" operator, T, and a "potential energy"

operator, V, as
( =ko Vr + T(z) - V(.~, (26)

1 82
where T(z) - and V(x,z) -= 1- K2

(x, z)/k. If T - V is small, then a Taylor series expansion of

Eq. (26) gives

Q1(i) = ke + -O(T - V), (27)
2

which is the standard PE (SPE) approximation proposed by Hardin and Tappert. The Q1 approximation
to Q basically assumes that the propagation is within a small cone of angles centered about k0 . An
alternative approximation to Q was developed by Feit and Fleckl°:

Q 2(i) = kov'i +T + K() - k0. (28)

The approximation Q2 is known as a "wide-angle" parabolic approximation (WAPE) propagator since it
is valid for much wider propagation angles.

It proves convenient to make the Leontovich-Fock envelope transform Eq. (13), in which case Eq. (17)
becomes

o i = (Q(x) - ko) (), (29)

i(A(z) + B(x, z))O(i).

If the SPE propagator, Eq. (27), is used to approximate Q(x) then

0 G = , ( 2k 1 a2  
§
0 v ( 

Z))  ( )' (30 )

with 1 L-
A(z) B( z) V(xz); (31)

while if the WAPE propagator, Eq. (28), is used

04 )= i .2- +K(x-) - ko (4, (32)
to + , /ko + ~

with / 8

A(z)
=
- -/(ko+ z), B(.,z)=K(z,z)-ko. (33)

The PE solution, O(x0 + A, z), at range x0 + A is obtained from the known field O(x0, z) by means of the
split-step operator, Eq. (25). The presence of a differential operator, A(z), in the split-step exponent can
be dealt with by transforming to a basis in which A(z) is diagonal. This can be accomplished by Fourier
transforming the PE field, in which case the SPE operator exp(iAA/2)0(x, z) is effected via

c AA/2,P(., ) = y-l [e- ip'/4ks k(X, Z))] ,(34)

where F denotes the discrete Fourier transform from z-space to p-space and F- 1 
denotes the inverse

transform. Similarly, the WAPE operator is effected via

CeAA/2,p(z,, F -Y [e-i4p2/(k+ VT~h f-p xz)] (35)

Implementing the discrete Fourier transforms using FFT's leads to an efficient numerical algorithm-the
split-step Fourier PE.
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Both the SPE and WAPE approximations to the GPE propagator, Q(x), produce errors in the field
solution. To quantify them, consider the simplified problem of propagation in a vertically stratified at-
mosphere, in which case the wavenumber K(z,z) takes the form Eq. (12). In the PE approximation,
the field is wPE(z, z) = e'4*0(z, z), and 0' may be obtained by separation of variable methods. Let
,(z,z) = r(x)O(z) and substitute into Eq. (29). Then

(2iko + A2 __0

and

+ - kmOf(z)- 4 ) 4(z) = 0, (37)

where A2 is the separation constant. The discrete eigenfunction solutions, 0-,(z), of Eq. (37) correspond
to propagating normal modes. The range equation (36) is easily solved and leads to

r,,(x + A) = eA r(" k+ -4z+A) . (38)
Thus a single mode in the PE approximation has a range dependence given by

E ho (A2 + -- 4T ) l 'wPE(x + A, z) = e ( . ." ) wPE(z, z).(39)

If the same methods are applied to the full elliptic wave equation (10), with w(z,z) = F(z) (z), then
the same z-seperated equation (37) is obtained for g(z), but Eq. (36) is replaced by

( 1 +4 + I) r() = 0. (40)

The outgoing wave solution of Eq. (40) is just Fro(z) = v/iH~'1 (,,,x). In the far-field, the exact elliptic
modal field evolves with range according to

Wu(X + A,z) = ( (41)

where the asymptotic form of the Hankel function has been used.

Comparing equations (39) and (41) above, one sees that they are identical except for the phase. Thus
in SPE, a normal mode will propagate with the correct amplitude and height-gain function, but with
an incorrect phase velocity. For ranges larger than a few wavelengths, the range dependent terms in
the exponents of equation (39) and (41) may be dropped, and yield the modal wavenumber in the PE
approximation

A, + 2k0 (42)

Note that if the reference wavenumber ko = A., then the parabolic and modal phase velocities are equal
for the m-th mode and it wile propagate correctly. In general, many modes contribute to the field and such
a choice for k0 is not possible.

There is, however, a way by which the PE reference wavenumber may be selected for multi-mode propa-
gation which mitigates the PE phase error. As is known, an integral equation for the modal wavenumber,
A , may be written asl t

A
2

- rkmfI(z)4,,(z)~ - dz/JI 2(z)dz. (43)

If the above equation is then averaged over all the propagating modes, an average modal wavenumber, A,
results-this is the proper choice for the PE reference wavenumber:

kcA &2 f(),,b2(z) _ (a)2 dz/JI V2(z) d.. (44)

If this choice is made for k0 , then the reference wavenumber may be evaluated at each PE range step
to reduce the parabolic approximation phase errors. This leads to a range dependent envelope transform
similar to Eq. (13)

w(x, z) = ef ko(x') dx',Z(' z), (45)

with k0(r) evaluated by Eq. (44).
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Magnus Expansion
Given the parabolic equation form Eq. (17), there still exists a problem of developing a numerical

solution. The difficulty arises from the non-local nature of the Q operator. To solve Eq. (17) techniques
from time-dependent quantum scattering theory will be used

12
. Define an evolution operator U(Z, £)

that determines the wave field w(i) at the point i = (z, z) in terms of the wave field w(io) at the point

w(z) = U(i,:FO)w(iO). 
(46)

It follows by substitution into Eq. (17) that U is an operator satisfying the differential equation

ou ( , ) _)o)ooe = iQ(iU(Zio). (47)

Clearly, U must satisfy the initial condition

U(0,:6) = 1, (48)

and possess the group property

U(, A) = U(, )U(VI, A). (49)

Futhermore, if there are no dissipative processes present, then it follows from the complex Poynting theorem
that the z-integrated field energy density is a constant:

J Iw(r, Z)l2 dz = I _(_o, z)12 dz. (50)

Employing Eq, (46) this leads to the important result that the evolution operator U must be unitary:

U (s,Fo) = U-(i,o), (51)

where U
t 

is the (Hermitian) adjoint of U. The importance of having a unitary operator for numerical work
should not be underestimated, since this form for U leads to numerical methods which can be shown to be
absolutely convergent for all range step sizes.

Integrating Eq. (47) and using Eq. (48) yields the integral equation

U(i,io) = I + if Q(z', z)U(z',xo, z)dx'. (52)

If Q were a c-number function instead of an operator, then Eq. (52) would be a Volterra integral equation
since the independent variable x is the upper limit of integration. The theory of Volterra integral equations
is well understood, and a Neumann series solution is easily found by iteration. If the same iterative method
is applied to Eq. (52) then Dyson's expansion for U results:

12

U(x,xo,z)=l +i Q(x',z)dx' +(i)
2  

dxf dx 2 Q(rs,Z)Q(X2 ,z)

+ (i)
3 
1dx dX2  d- Q(rI, Z)t(r2, Z)Q(r3, .. (53)
az Jzo

The ordering of the integrands in Eq. (53) is very important because, in general, the Q operators at
different positions do not commute. Thus the ordering of the operators is determined by the range to
which they refer, with operators refering to earlier ranges always appearing to the right. Though the
Dyson expansion is a formally exact solution for U, if it is truncated after a finite number of terms, the
result is no longer a unitary operator.

A solution which preserves the unitary character of the evolution operator U can be found by using a
technique developed by Magnus t3

. To develop the Magnus expansion, introduce an iteration parameter A
into Eq. (47), and let y(A,r) satisfy

0 y(A, z)Oa = iAQ(r)y(A,), y(A, x0 ) = 1, (54)

and seek to join y(O,z) = 1 to y(1,z) = U(x, xO). Assume that a solution of Eq. (54) is of the form

y(A, ) - en(Anl (55)

where
f(A, z) = A'tA5 (z). (56)
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We now make use of the operator identity
14

0-CA(A) CIe'A(A)Ae-.A(A) dseA(A), (57)

and obtain in view of equations (54) and (55)

e 8(Z) e-n(A)d= iAQ(z) (58)

Next, make use of the well-known commutator expansion
i
5

CABA= B + [A,B) + I[A, [A, Bl + j!.[A, [A,[A,B111 +... (59)

Substitute Eq. (56) for fl(A, z) and integrate over s (note: f01 si da = I/j + 1) to obtain

" k = i.Q(x), where &(z) = (60),= (k + 1)!"O

The curly brackets denote the iterated commutator which is defined inductively as

{ Ao,B} =B, {An+',B [A,(A-,B)]. (61)

Equating the coefficients of V on both sides of Eq. (60) yields recursive equations for the A1 , A2,. etc.
For j = 1,

AI (z) = iQ(z), with Al(z) = if Q(x') d-'. (62)

For j = 2, one obtains

21&2(x) = -[A(z),A,(x)] (63)

Hence

A2(X) = d L d2 [Q(Xl),Q(z 2)] (64)

Similarly, for j = 3

A,()= fdjdz1L dz2j d3 ([[Q(x,),Q(X2)jQ(X3 )j + [[Q(X3),Q(:2)],Q(zI)]). (65)

Letting A - 1, we obtain the Magnus expansion for U:

U(x,o)=exp iLQ(.')dx' d x_ - - 2 [Q(--), Q(- 2 ))
5I i J' i d 0d

-- f dx 1 I dX2  1 d-. ([Q(zX),QQ(2)j,Q(x3)] + [[Q(x3),Q(x2)],Q(z,)]) + } (66)
6 Jo Jzo

Split-Step Errors
While the Magnus expansion provides an exact solution to the PE wave field, three approximations must

be made to it before numerical computations are feasible. First, the infinite series in the Magnus exponent
is truncated after the first term

U(X0 + A, XO) -eA o ,  
(Q jQ (x')dx', (67)

where Q is the range-averaged PE propagator. Second, the pseudo-differential PE propagator operator, Q,
is approximated by the sum of two non-commuting operators (for example, the foi n specified by equation
(27) or (28))

Q(x, z) A(z) + B(z, z). (68)

Finally, the exponential Magnus solution is factored (split) in the symmetrized form

ei "(A+ ) , eiAA/2 eiAB ciAA/2; A- B(',z)d'. (69)
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The truncation errors incurred by use of Eq. (67) are a function of the range dependence of Q. If Q, or

equivalently K, is independent of x, then Eq. (67) is exact. For range dependent K, the truncation error

in U may be quantified by examining the next term in the Magnus expansion and gives

U(xo+A,xo)aexp iAO- 1 drf+A d s [Q(",Q(X2)]
( s (70)

exp{iAQ - [ +O(A)}.

Thus, when Q is range dependent, truncation errors proportional to O(A
3 ) are incurred no matter what

form of the PE propagator is used. Furthermore, how the range-averaged PE propagator Q is evaluated

critically effects the error budget. For example, if Q is expanded in a Taylor series about the end-point x0,
then the evolution operator becomes

U(Xs + A, Xa) = exp i {AQ(ro) + !A2Q(_ 0 ) + A3 (Q"(xo) + z [Q'(xo), Q(.ra)] + OWA)}11 (71)

OQ~x andQ"(z) = 2Q(.T)
where Q'(xo) = Oz and Q"(xo) = I o while if Q is expanded about the mid-point

x = (x + xo)/2 then

U(xo+A,xo)=exp {iAQ()+ (iQ"(T) -4[Q'(-),Q(X)]) + O(A4)} (72)

Thus the truncation error, El, incurred in the field solution by using Eq. (67) with Q evaluated at the
mid-point xo is

E -- [U(xo + A,xo) - eiAQ(1)] 0(.0),

A
3 

(iQ"(±) - 4[Q'(±)Q(±) - Q(±)Q'(i)]) ''(xo). (73)

A second type of truncation error occurs when the splitting approximation, Eq. (69), is employed. This

splitting error can he evaluated by using the Baker-Carnpbell-Hausdorff
14- 1 5 

(BCH) expansion of two

non-commuting operators:

e~B=ep( [,B [,[,11 jA ] ]+. (74)

Applying the BCH expansion to Eq. (69) gives

ei/A/2eiA[ eiAA/2=expi(AA+Af3-
A 3 

[[, -,P A3 [BA]A]+o(Ad)) (75)

and the local truncation error, E2, in the PE solution with B evaluated at the mid-point is thus

[eA(A+B(z)) -_  AA/2  N8 csAA/2] OX)

= -A 3 {2[[A, B(x)J,B(x)] - [[B(x), AIA] } V'(x0) + o(W). (76)
24

If the standard PE propagator approximation, Eq. (27), is used, then the local truncation error term is

given explicitly by

f 1 &ev() a~'± 2 , (±. _ 21
60(xo+ A,z) = 4k { v +kO -z2  !L 2  21 (n)

+. 2, v(±) 3V(r)] O,^o). 2v(z )~ v(xa)' (77)
L[ aoz 4z3  80 + o: o 2 J

where V(x) = I - K
2
(z)/k, and V'() = .V(x) Examination of Eq. (66) shows that the local

truncation error for the symmetrized splitting is linear in frequency (via the k0 terms) and cubic in the

range step-size A. A similar error analysis results if the wide-angle PE propagator, Eq. (28), is used; the

form is identical with Eq. (77) except that V(x, z) = K(x, z) - k0 .

In numerical implementation, the vertical derivatives appearing in Eq. (77) are evaluated by numerical

finite difference approximations. As the RPE code advances the field, the local error budget is monitored

and the range step-size is dynamically adjusted to keep the local error beliw a threshold.
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4. CONCLUSION
This paper has focused on some of the issues relating to error control in parabolic wave equation codes and

how to implement them numerically. In the course of developing the RPE code, much effort was devoted to
user interfaces and automated techniques to ensure the fidelity of the outputs. The RPE code incorporates
the error checking features described earlier and implements the split-step Fourier PE algorithm. The code
is written in FORTRAN and currently operates on a wide spectrum of computers ranging from INTEL
80286/80386 personal computers, SUN mini-computers, and VAX mainframes. Work is currently underway
to adapt RPE to PC-based SKY VORTEX array processors and to a VME-bus systolic processor. This
will lead to substantial decreases in CPU resources.
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A FORECASTING SYSTEM USING THE PARABOLIC EQUATION -
APPLICATION TO SURFACE-TO-AIR PROPAGATION IN THE PRESENCE

OF ELEVATED LAYERS
by

K.H. Craig and M.F. Levy
Radio Communications Research Unit

Rutherford Appleton Laboratory
Chilton, Didcot, OX11 OQX

United Kingdom

SUMMARY

The parabolic equation approach to clear-air propagation modelling overcomes many of the difficul-
ties associated with ray and mode theory methods. A parabolic equation model has been implemented
on a PC based system using a transputer to carry out the computationally intensive numerical inte-
grations. The model has been used from VHF to millimetric frequencies and applied to evaporation
duct and elevated duct problems. The latter are important for surface-to-air propagation and have
been difficult to solve because of the complicated structure of the layers. A case study of an elevated
duct caused by anticyclonic subsidence shows the importance of up-to-date meteorological data from a
wide geographical area. A full-wave calculation of the wideband properties of the propagation channel
illustrates the possibilities opened up by the new model. The frequency selective effects can be large,
and are sensitive to the small-scale structure of the ducting layers.

1. INTRODUCTION

Current forecasting aids for microwave propagation in the troposphere (such as IREPS [1]) were
developed principally for the naval environment where the evaporation duct dominates propagation
conditions. They are based on a combination of ray tracing and mode theory and assume a simple
one-dimensional refractive index profile. For airborne applications, elevated layers in the troposphere
assume a greater significance in the forecasting of radar coverage, and it is no longer adequate to assume
horizontal homogeneity of the layers. Real-time mode theory calculations are prohibitively expensive
and extending the "template matching" approach of IREPS to two-dimensional structures could be
very cumbersome since a single mode approximation is not valid for elevated layers.

The rapid advances in computer capabilities over the last decade have led to a re-evaluation of purely
numerical, but more general, solutions of the propagation problem as alternatives to the semi-analytical
ray and mode methods. The best example of this is the parabolic equation approach to the solution of
Maxwell's equations; this is being followed by several groups at this meeting. The theory underlying the
parabolic equation (2,3,41 will not be repeated here. The method is computationally efficient due to a
Fast Fourier Transform (FFT) implementation of the "split step" algorithm that was first applied to an
analogous problem in underwater acoustics. The vertical field pattern at a range x is advanced to range
x + Az by transforming the field (in z-space) into its angular spectrum (p-space, where p = k sin 0, k is
the wavenumber and 0 is the angle of propagation to the horizontal), applying an operator, transforming
back to z-space and applying a further (refractive index dependent) operator. The parabolic equation
has been found to be particularly effective for propagation through two-dimensional elevated structures
and generates field strength/radar coverage diagrams more easily than either ray or mode methods.

The features and capabilities of a parabolic equation method propagation forecasting model im-
plemented on a desk-top computer are described. Applications of the model to propagation in the
evaporation duct and in the presence of inhomogeneous elevated ducting layers are presented. The
latter show the importance of accounting for horizontal variations. The potential of the new model is
illustrated by a calculation of the wideband properties of the propagation medium.
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2. A PC-BASED PROPAGATION FORECASTING MODEL

A stand-alone desk-top propagation forecasting system is of great assistance to the engineer or
meteorologist. The rapid advances in microprocessor technology and the falling prices of high-quality
output devices have eliminated the need for mainframe resources for all but the most computationally
intensive tasks. In the operational environment, mainframe systems are ruled out in any case. IREPS [1]
is a good example of a user friendly desk-top forecasting system based on the technology available in
the late 1970s. The authors investigated the possibility of implementing full mode theory calculations
on a microcomputer, but it was clear that even for one-dimensional profiles, execution times would be
unrealistically long at microwave and millimetre wave frequencies. The development of the parabolic
equation method has resulted in a prediction program, PCPEM, that runs on an IBM PC-AT (or
similar) based system. Some of the features of the model are:

* colour two-dimensional field strength diagrams are produced directly on screen; field strength/path
loss data can be saved for off-line display or calculation of path loss versus range or height graphs;

* two-dimensional refractive index structures can be modelled analytically or numerically;

" surface conductivity and surface roughness effects on antenna lobing are included. Since the split-
step algorithm alternates between z-space and p-space, the boundary conditions can be imposed
through an approximate image theory approach: Fresnel coefficients are applied to each component
of the angular spectrum of the image field, modified to include the usual roughness factor;

" gaseous absorption effects are modelled: the absorption at a particular frequency can be calculated
at each point from the pressure, temperature and humidity. This becomes important at millime-
tre waves where the large absorption coefficients and rapidly varying humidity within ducting
structures can give rise to complex field patterns.

Computation times increase with frequency and with larger range and height requirements, as both
these factors require larger FFT sizes in order to satisfy the Nyquist criterion in z or p-space. It was not
considered practical to run the model on a PC by itself since run times could be up to an hour for short
range (50km) evaporation duct problems. The solution was to increase the power of the system by
using an add-in processor card on which the bulk of the numerical processing takes place, based on the
INMOS T-800 floating point transputer 15]. The transputer is a 32-bit CMOS reduced instruction set
(RISC) chip capable of 1.5 Mflops (20 MHz clock), giving a speed increase of 40-50 times over a 10 MHz
80286 based PC. The transputer has further potential advantages due to its unique architecture: it was
specifically designed to allow easy implementation of parallel processing on multi-transputer networks.
As well as having separate integer and floating point units, the chip contains all the necessary clock
and memory circuitry, a hardware task scheduler, and four independent fast (2OMbit/s) asynchronous
serial links. A single transputer system is cheap and easy to design, as very little "glue" circuitry is
required, and a multi-processor system can be built up by connecting the single processors together
with single wire links, as all the necessary hardware synchronisation protocols are contained on-chip.

A feature of the transputer architecture is that the instruction set has been designed as an efficient
target of high level languages. Fortran 77, C and Pascal are all available, and compiled code can yield
a sustained performance of around 1 Mflops on a single transputer. This translates into times of 0.1
and 2 seconds for compiled double precision complex FFTs of sizes 1k and 16k respectively. A basic
single transputer card with 2 Mbytes of memory allows complex FFT sizes up to 64k and will solve
a typical evaporation duct problem (50ikm by 100 m frame) in 1-2 minutes at 10 GHz or 5 minutes at
100GHz; a long range elevated duct problem (e.g. 200kIn by 1km frame) takes about 40 minutes at
10GHz. Commercial add-in processor cards are available for the PC with up to seventeen transputers
on a single card. The FFT algorithm that is at the heart of PCPEM is an ideal candidate for parallel

processing, and the authors are currently developing such a version. As an example, a 64 transputer
array reduces execution times by a factor of 40.
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3. PROPAGATION IN THE EVAPORATION DUCT

Forecasting of propagation in the evaporation duct has been a fruitful area of application of mode
theory methods. Their success owes much to the assumption that the evaporation duct is horizontally
uniform. There have, however, been two main drawbacks in these approaches. Firstly, as stated above,
computational times are long, particularly at the higher microwave frequencies, and operational systems
such as IREPS rely on the use of "template matching" whereby precalculated mode theory results are
scaled to the frequency and duct height of interest. This can be successful at lower frequencies where
single mode propagation dominates, but would become cumbersome at the higher frequencies when
multi-mode propagation is important. A second drawback of mode theory is the difficulty of producing
coverage diagrams: mode theory does not apply in the line-of-sight region close to the antenna and a
hybrid ray and mode method has to be used.

The parabolic equation produces full-wave two-dimensional coverage diagrams directly. Figure 1 is
a series of diagrams showing the effects of the evaporation duct on a horizontally polarised antenna at
10 m. More precisely, the diagrams show the one-way basic transmission loss. To illustrate the effects
of antenna lobing due to surface reflections, a smooth sea has been assumed. The diagrams give results
at S-band and X-band for duct heights ranging from Om (pure diffraction) to 30m. At S-band, the
effect is one of increasing detection range beyond the horizon with increasing duct height. At X-band,
the higher duct heights show a more complicated pattern of coverage holes; the appearance of "islands"
in the coverage pattern would not be apparent from simple ray tracing where the contours are always
connected. Likewise, many modes would be required to describe this structure in the mode theory
formalism. At higher frequencies, these effects become more pronounced, particularly when gaseous
absorption is included at millimetric wavelengths [6].

4. SURFACE-TO-AIR PROPAGATION IN THE NORTH SEA REGION

The main reason for the development of the model described here was an interest in the effects of
elevated tropospheric layers on transhorizon propagation. One application was the problem of coordi-
nation of civil terrestrial and satellite communication systems within Europe, and is discussed in [6].
A second was the forecasting of the propagation effects on surface-to-air radar and communications
systems in the North Sea region between the U.K. and Northern Europe.

The main problem for propagation forecasting in the presence of elevated layers is the difficulty of
obtaining sufficient meteorological data in the first place. Although new remote sounding systems are
being introduced, the 12 hourly meteorological radiosonde ascents are still the most widely available
sources of data. In order to assess the adequacy of radiosonde coverage in the North Sea region, data
from the midnight and midday ascents at thirteen stations have been obtained during periods of strong
anticyclonic activity. Despite the poor height resolution of the significant level data, 118 of the 290
ascents available (41%) showed the presence of at least one ducting layer. The overwhelming majority
of these were elevated ducts. There were quite significant spatial and temporal variations from ascent
to ascent. A detailed examination of one of the events is now given.

During the period of 4-7th November 1987, a major anticyclone was centred over Northern Europe,
moving slowly south-east and declining. Figure 2 shows a map of the southern North Sea region with
the radiosonde stations at Aughton, Hemsby, de Bilt and Essen shown. These were selected as they lie
very nearly on a straight line from England, across the southern North Sea, into Europe. In order to
assess the effect of the anticyclonic subsidence on propagation, it was assmed that a 3GHz airborne
emitter was located near the inversion layer at a height of 750 m over Essen. Figure 3 shows the coverage
diagram for this source under standard atmospheric conditions. The locations of Essen, de Bilt and
Hemsby are shown-note that the figure shows the path from east to west. A receiver sited at Hemsby
on the U.K. coast (a distance of 388km from Essen) lies well beyond the horizon (113km).

The synoptic charts for 1200h on the 6th, and 0000h and 1200h on the 7th are shown in Figure 4,
and the modified refractivity profiles for these three times measured at Aughton, Hemsby, de Bilt and
Essen are shown in Figure 5. A superrefracting/ducting layer lies between 600 and 1000 m in altitude,
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with a significant downward slope towards the U.K. The level of the inversion on the Continent falls

during the 24 hour period as the centre of the anticyclone moves south-east. The development at the

U.K. end is less straightforward, although there is some evidence of an upward trend at Aughton. A
uniform, homogeneous layer is certainly not a good model in this case.

Interpolation of the two-dimensional refractivity data of Figure 5 was eased by the simple structure
of the layers. The essential features of each ascent were extracted by hand, and each vertical profile
was modelled by a simple tanh layer superimposed on an exponential atmosphere. At any range, the
heights of the top and bottom of the layer, and the refractivity change across the layer, were found by
linear interpolation between adjacent ascents. For more complex layer structures, a more sophisticated
interpolation scheme based on a priori knowledge of the meteorological structures is required. Figure 6
shows the coverage diagrams for 1200h on the 6th, and 0000h and 1200h on the 7th November 1987 for
the same emitter, using the modified refractivity profiles of Figure 5. The superrefracting layer over the
Continent on the 6th is too weak and too high to have much effect on coverage. As the layer descends
and strengthens during the evening, strong ducting occurs, giving rise to high fields over the U.K. By
midday on the 7th, the layer has weakened again, although a considerably enhanced propagation path
is still apparent. The need for up-to-date meteorological data for forecasting in the presence of elevated
layers is obvious-both the subsidence and advection conditions that give rise to such layers are subject
to large diurnal variations.

A ground based receiver in the U.K. would not be able to take advantage of the enhanced propagation
in this case. Figure 7 shows the situation from the U.K. end of the path. A receiver has been placed at
50m height at Hemsby (on the left). No signal will be received by a receiver located so far below the
duct. Indeed, the duct has very little effect on the coverage diagram at all. However, since there is a
high level of leakage above the duct, a receiver positioned anywhere in this region would be capable of
detecting the emitter; it is not necessary for the receiver to be located within the duct.

Figure 8 shows the coverage diagram that would have been obtained at 0000h on the 7th November
based on the Hemsby ascent if it had been asurned that this airent were representative of the whole
path. This assumption very substantially underestimates the signal levels detectable in the U.K. (by
more than 20 dB) compared with the true situation of Figure 6b. Two-dimensional meteorological data,
and a propagation model that uses it, are clearly necessary.

5. WIDEBAND EFFECTS

The effects of the propagation medium on high bit rate digital communications and on short pulse
radar systems are complex because of the frequency selective nature of multipath and ducting. These
effects are characterised by the transfer function of the propagation channel, which shows field strength
relative to free space as a function of frequency. In the ray optics approach to the calculation of
transfer functions, the amplitudes and optical path lengths of the multiple rays connecting transmitter
and receiver are obtained and these are then added coherently. This method is difficult to automate, as
it is difficult to identify all the relevant rays. (In ray tracing, a single ray does not carry any amplitude
information. A pencil of rays is required, and these pencils can become severely distorted in a ducting
environment, making it difficult to identify rays from different "families"). Ray optical calculations
of field amplitudes also fail at the caustic surfaces formed close to the ducting layers. The parabolic
equation method eliminates these problems by providing a full-wave solution. Two-dimensional range-
height calculations of field strength relative to free space are made at a set of frequencies over the
bandwidth of interest, and the channel transfer function is extracted directly. Both the magnitude and
group delay are available, and the effects of space diversity are easy to elvaluate.

As an illustration, Figure 9 shows the field of a 10 GHz antenna at a height of 25 m over the sea in
the presence of a 40N-unit homogeneous ducting layer at 300m. The horizon in standard conditions
would be at 15km, and the trapping and leakage from the top of the duct are very noticeable. A

horizontal cross-section at 250m (marked (a)-(e)) is shown, and the transfer function at each of these
points along the cross-section (separated by 40nkm) was calculated every 50MHz between 10GHz and
11GHz. The results are shown in Figure 10. (Position (c) is deep within a coverage "hole" and has
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a transfer function that is 35-40dB below free space.) The wideband distortions are large (greater
than 10dB) and change substantially as the relative positions of transmitter and receiver vary. This
could have a significant effect on signature analysis for wideband radars, and would cause increa -d
intersymbol interference on wideband communications links. It should be added that the periodicity
observed in Figure 10 cannot be explained in any simple way by means of two- or three-ray interference
models. A fuller discussion of wideband effects is given in [7].

The sensitivity of the wideband results to the relative position of transmitter and receiver has
important implications. The wideband results above assumed a horizontally homogeneous layer. A
more realistic situation is shown in Figure 11. The geometry is the same as in Figure 9, except that
the layer is "corrugated", the corrugations having an amplitude of 25 m and a wavelength of 5km,
typical of the structures observed in stratocumulus layers at the top of subsidence inversions [8]. On
the large scale the main effect has been a smoothing out of the field (filling in the coverage holes) and
an increased leakage from the top of the duct, but the detailed field pattern is complicated (varying
by up to 20 dB in the space of a few kilometres). The field is sensitive to the detailed structure of the
layers, and the meteorology is unlikely to be measured in sufficient detail for completely deterministic
forecasts. Rather, a statistical description of the field may be required [6].

6. CONCLUSIONS

The recent rapid advances in desk-top computer capabilities have led to the development of a fore-
casting model for a PC based system that will display the effects of anomalous propagation on com-
munications and radar systems. Based on a full-wave parabolic equation solution, execution times are
similar to earlier ray optics implementations. The model has been applied to short range evaporation
duct and long range elevated duct propagation at frequencies as high as 100 GHz. Problems that were
not easily solved by ray tracing (such as wideband effects) can now be tackled. For surface-to-air prop-

agation, there is a need for up-to-date two-dimensional radiometeorological data if accurate forecasts
are to be made. The main difficulty now is obtaining high quality data in the first place.
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Figure 1: The diagrams show contours of basic transmission loss for a horizontally
polarised antenna at 10m over a smooth sea. The two columns are for

3GHz and 10GHz. Evaporation duct heights of Om (pure diffraction),
10m, 20m and 30m are shown. (The contour spacing is 10dB and the
darkest level represents a transmission loss less than 110dB).
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DISCUSSION

L. FELSEN, US

Your PE code apparently does an adequate job (compared to measured data) for your
particular applications, over a certain parameter range, but do you have any
quantification of the errors? Over what ranges have you tested the algorithm against
reference solutions (like normal modes) in range independent environments? To put it
succinctly, how universal (apart from what you have tried so far) do you think the
algorithm is?

In your reference to ray solutions, you referred only to the most primitive ray-trace
forms, but there are ray codes that track phase and amplitude of the field, and also
(via uniformization) penetrate ray trace shadow zones. Are you aware of these? (Of
course, even those more refined versions have limitations, especially for rays that
split at the upper duct boundary).

In one of your very striking color plots, there are oval-shaped regions that definitely
suggest the presence of guided modes. Have you compared your code with well-trapping
mode ducts with modal reference solutions, and over what distances do you feel that
PE and MODE stay in step?

AUTHOR'S REPLY

We get good agreement between our PE code and one-dimensional mode theory methods at
microwave frequencies, for ranges out to several hundred kilometers. Of course, mode
theory methods can only be used with highly idealized refractivity profiles, so we have
an experimental program of airborne measurements in order to validate the model in the
real environment. We'll be happy if the predictions agree with the observations to
within 6 dB! The color plot to which you refer has not been compared with mode
results, but similar calculations have been.

We have taken a somewhat empirical approach to controlling numerical vnd model-
generated errors, by simply using a fine enough integration grid to ensure convergence,
and this appears to work for the problems that we have explored. Other PE workers have
made more sophisticated analyses of the limits of the model, and more care would be
required for wide angle problems or phase calculations at long range, for example.

We have in fact developed a "quantitative" ray model such as you have described which
does a full two-dimensional integration of the ray equations. However, we could not
find a way of automating the program so that it would cope adequately with "arbitrary"
refractive index structures (the main problem being the splitting of ray families to
which you referred); the program turned out to be slower than our PE code in any case
for a full two-dimensional field strength diagram, so there seemed little point in
pursuing this option.
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ETUDE DE LA PROPAGATION DANS UNE ATMOSPHERE INHOMOGENE

DANS LES DIRECTIONS HORIZONTALE ET VERTICALE PAR LA

METHOOE DE L'EQUATION PARABOLIQUE

Michel FOURNIER
Le Centre Thomson d'Applications Radars

6 rue Nieuport
78143 VELIZY-VILLACOUBLAY

FRANCE

SUMMARY

Operational programs calculating radar coverage are now available on ships having a
meteorological capability.

A fundamental assumption of these programs is that only vertical variations of re-
fraction index are known and consequently that the atmosphere is homogeneous along the
propagation path in the horizontal direction.

Measurements made by the French Meteorological Office and by other countries esta-
blished that this hypothesis may be inconsistent during significal laps of time.

Consequently it seems necessary to develop a tool to compare results of existing
operational programs and those given by more sophisticated programs which are able to
take into account variations of refractive index in vertical and horizontal directions.

In this paper, a resolution method of this problem, using the parabolic equation is
described.

This tool has been used for exploitation of index of refraction map from in-situ
measurements obtained during tests made over the Atlantic Ocean and the Mediterranean Sea.
Exploitation of these data allows a study of the effect of horizontal index inhomogenei-
ties of the atmosphere in horizonta direction.

1. INTRODUCTION

La propagation des ondes radiotlectriques dans latmosphere est d~terminee par
l'indice de r~fraction qui est sensible A la pression, a la temperature eta V humidite
de lair. L'apparition de calculateurs embarquables a permis de mettre a la disposition
des utilisateurs les moyens nocessaires pour effectuer une prodiction de la propagation
en fonction de la connaissance des valeurs de 1 indice de r~fraction sur une zone donn~e.

Actuellement, des programmes de calcul de la couverture radar sont opdrationnels
sur les bAtiments de surface [1-2]

Ces programmes reposent sur la connaissance d'une seule coupe de l'indice atmos-
ph~rique en fonction de laltitude et supposent que la loi de variation en altitude ainsi
dsterminte reste la m~me sur toute la zone consider~e, ce qui revient A admettre que 1'in-
dice ne varie pas en fonction de la distance.

Des mesures faites A l'tranger et en France p'r la M~t~orologie Nationale montrent
que cette hypothise nest pas toujours vfrifile. Dans certains cas, on peut constater des
variations notables de 1'indice atmosphirique en fonction de la distance [3-4] . Dans ces
conditions, il a semblA opportun de mettre au point une mthode de calcul dans laquelle
on peut tenir compte A la fois des variations de lindice en fonction de l'altitude et de
la distance. Cette mthode a Ot6 test~e A laide de donnees fournies par la M~t~orologie
Nationale et correspondant A plusieures campagnes de mesures effectu~es en M~diterrande et
en Atlantique.

2. CHOIX D'UNE METHODE DE CALCUL

Dans le cas oO seule intervient une variation en fonction de l'altitude de lindice
atmosphsrique, le problme est A symtrie sphdrique et cette pdrticularita peut Atre ex-
ploitfe pour d~velopper un modele analytique. Dans le cas o0 lindice de r~fraction depend
a la fols de laltitude et de ]a distance, cette sym~trie sph~rlque nexiste plus et une
mthode de calcul purement analytique ne peut Atre envisagde.

Une Atude bibliographique a montrA que seules trois mthodes peuvent Atre utilises
dans ce genre de problme :

- la mthode des modes couplls E5-8]
- la mthode des rayons (9-11]
- la mlthode de loquation parabolique [13-16]
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Les deux premieres mithodes ont 6t# exclues : la m6thode des modes couples a cause
de sa complexite de mise en oeuvre et la methode des rayons A cause de la difficulti
intrins~que qu'elle prisente pour fournir une solution quantitative dans le domaine
envisage.

En revanche la mithode de l'equation parabolique est simple 8 mettre en oeuvre et
sa parfaite adequation au problime posi l'a falt retenir.

3. DESCRIPTION DE LA METHODE DE CALCUL

3.1 Thsorie de l'#quation parabolique

Cette methode consiste a faire une approximation de 1'equation d'onde en suppo-
sant que le champ se propage autour d'une direction privilegi~e. Dans ces conditions,
on ramtne 'equation de propagation A une equation aux dOrivtes partielles du type
parabolique qul permet d'analyser le champ autour de cette direction privilsgiEe. Ceci
revient A lapproximation paraxiale de l'Optique. D'un point de vue physique, on neglige
les ondes rEtrodiffusees pour ne considErer que celles qui se propagent autour de la
direction axiale. Une telle approximation est utile lorsque 1'inhomogenEite du milieu
peut &tre considerle comme faible dans le sens de la propagation ce qul est le cas pour
1'atmosphere.

Les cas de la polarisation verticale et de la polarisation horizontale doivent
Atre envisages separtment. Dans le cas de la polarisation verticale on ne restreint
pas la generalite du problime en admettant que la source est constitu~e par un dlp6le
electrique vertical, ce qui permet d'envisager un probldme A symOtrie cylindrique.

Dans ce cas, il est avantageux de s'interesser au champ magnetique H . Les equa-
tions de Maxwell permettent d'&crire :

-. I- -a-*,

V- = xk xVx H (1)

expression oG : W est la pulsation de l'onder est la permeabilite magnetique dei l'atmosphere (egale pratiquement
a celle du vide)

f est la constante dielectrique de 1'atmosphere. Celle-ci est une
fonction de 1'altitude et de la distance.

Compte tenu de la symetrie de revolution du champ 6lectrique, H n'a qu'une
composante horizontale et le probleme peut se ramener A un problTme scalaire plan.

L'equatlon (1) peut etre particulariste dans un systeme de coordonnEes sph@riques
dont lorigine est le centre de la terre et dont laxe if est dirige dans le sens du
dipole electrique vertical modelisant la source.

Le changement de variable :

H 4 4-A,4)
J2

= rayon de la terre-4 = A (A, 0) = nombre d'onde sur la surface de
la me (relatff aux constantes Clectriques de l'atmosphere)

permet de s'affranchir des variations de grande amplitude du champ au voisinage de la
source ainsi que des oscillations rapides en fonction de la distance.

L erme A(/1, 8) reprEsente un terme d'attnuatlon dont les variations sont
relativernant lentes comparativement & la longueur d'onde. Apr~s cette substitution (1)
se ramine A une equation aux dirivEes partielles de type elliptique pour le terme d'at-

tinuation A (., 9) . Cette equation exacte peut Atre simplifle - FOCK t12] a admis
que le terme .U est nsgligeable devant le terme a U . Cette approximation

permet de trans former l'equation du type elliptique en une equation du type parabolique
beaucoup plus facile & resoudre.

FOCK justifie cette approximation en comparant la solution analytique de 1'equa-
tion parabolique dans le cas d'une atmosphere & indice constant avec la solution exacte
du champ diffracte par la sphere terrestre obtenue par sommation d'une serie modale.

Cette equation slmpliflee s'.crlt :

6. + U = 0-- -~ O is.- --
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On peut remarquer que cette Aquation est du second ordre dans le sens vertical

et du premier ordre dans le sens horizontal.

Les variations de lindice atmosph~rique sont introduites par le terme

o0 e est une fonction de l'altitude(
4

) et de la distance (6) Le terme e(A-eJ e.

revient A introduire une variation llnalre de 1'indice de 1'atmosphere qui tient compte
d'une maniure automatique de la rotonditi de la terre tant que les altitudes consid~r~es
restent faibles par rapport A son rayon, ce qul est toujours le cas pour le type de
probl~me consid~r6 ici.

Les conditions de validitA de lapproximation parabolique sont donn~es par les

relations ci-dessous

A bE. G

A acI «J2e

Les deux premieres relations indiquent respectivement une contrainte sur le gra-
dient de lindice en fonction de la distance et en fonction de laltitude.

La troisilme relation traduit une contrainte sur la distance par rapport A la
source.

Des Atudes post~rieures aux travaux de FOCK ont montr6 que la quatri~me relation
est toujours v~rifi~e si les rayons ne sont pas trop obliques par rapport A la direction
horizontale (leur inclinaison ne doit pas dhpasser 200) [16] . Cette contrainte entraine
que le terme d'attnuation n'est pas calcul6 dans la zone zhnithale. Ceci n'est pas tr~s
important dans le cadre de la prtsente Atude car on s'int~resse surtout aux grandes dis-
tances. La couverture dans la zone zhnithale peut Atre compl~t~e par une m~thode de rayons
qui est bien adapt~e aux courtes distances concernes. Dans le cas rencontris en prati-
que, les gradients d'indice ne sont que de quelques unit~s N par m~tre (les units N
sont donn~es par N = (M"I)10 6, expression oG A est lindice atmosphhrique) et les bornes
donn~es ci-dessus ne constituent pas une contrainte r~elle. La contrainte sur la distance
ne joue pas non plus, si bien que lapproximation oarabolique se trouve amplement jus-
tifi~e. Pour rdsoudre le probl~me difftrentiel qui se pose, il convient de disposer d'une
condition initiale (probllme de CAUCHY) et de deux conditions aux limites sur les bornes
inf(rieure et suplrieure du domaine de propagation.

La mer ayant une conductivitA Alev~e, son influence peut 6tre caract~ris~e par une
impedance de surface, ce qui constitue lapproximation de LEONTOVITCH [17] . Elle consis-
te a Acrire que le champ Alectrique tangentiel induit un courant proportionnel sur la
surface

expression oO " est la normale A la surface dirigle vers le centre de la terre.

*w et fwsont les constantes Alectriques de leau de mer. FM est ici la constante
di~lectrique complexe.

En terme d'att~nuation, la relation prhcldente s'6crit

expression o:

pour leau de mer = 80 et T N 4.1 mho/m
ef

L'approximation de LEONTOVITCH apporte une grande simplification au probllme, car
seul est pris en compte le calcul du champ au-dessus de la surface de la mer. En toute
rigueur, il faudrait aussi traiter le cas des ondes qui pnA' 'ent le dioptre mer-
atmosphlre, mais aux friquences consid~rses ces ondes sont trls rapidement attnu~es,
ce qui justifie lapproximation.

La condition aux limites sur la fronti~re suplrieure du domaine s'crit

Ii ku =LU o .
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Ella traduit simplement le falt que llonde dolt s'Isloigner de la source lorsque
le point d'observation est situ# loin de celle-ci.

Dens le cas de Ia polarisation horizontale on admet que la source est constitufe
par un dlp8!s magndtique vertical. Dans cc cas il convient de s'intfresser au champ
4le ctr i queEI q ui ne possede qu'une composante horizontale. Par un changecent de variable
identique A celul quf a 6t# effectua dens le ces de ]a polarisation varticale et avec
las m~mes hypotheses simplificetrices. on obtient exactament la m~me equation ass dani-
v~es pertielles reletivement as terme d'attenuation. Seule change la condition aux 11-
mites sur a surface qul secrit maintenant:I

U o

La condition aux limitas sur la frontiare cup~riaura du docaina est 7a mama que
dens le cas de la polarisation verticala.

3.2 Resolution numenigue de 1'6quation parabolique

-Un grand sombre de mathodes numtriques parisettant la resolution d'6quations aux
derives partielles de type parabolique. La plupart des mathodes pro poes uti lisent use
representation aux differences fisies de l'6quation origlnala [18-23] . Use autre approche
qul jouit d'une grande popularit6 felt appal A la Transforcee de Fourier-Raplda [24)
Apres avoir compare les temps de calcul de ces deux approchas possiblac at afin de bien
cattriser las conditions ass limites cur les frontieres du domaine. les calculs numariques
ont 61t6 affactues A 1 'aide d'une representation aux differances finies de I 'equation pare-
bolique at plus pracisament par la methoda de CRANK-NICHOLSON.

La schema aux differences obtenu se ram~ne A un syctama lineaire du type

AV- =1 V'
oO VM repr~santa le vectaur correspondent A use varticale de la grille de maillaga au
pas A en distance. Les daux matrices A at B sont tridiagonales.

V '# t=L PV * 0 L. A-'B

On passe de la solution au pas M an distance A la solution au pas /" + 1 par appli-
cation d'un operateur lineaire cur le vecteur solution as pas correspondent A Van-
sejable des valeurs de la fonction cur une varticale de la grille de maillage.- L~, act
obtans par ]a methode du "double balayege" qui rasoud le systeme liseaire en mettant a
profit la structure tridiagonale dec matrices A at B [22] . Cette methoda de calcul act
rapide, precise at facile a cattre en oeuvre cur calculateur.

On past ramarquar qua

V*~ LL.- - ,

la solution as rang /h act obtesue en itarant 41 fois l'operateur de passage, la precision
de la solution act dosc conditionnee par I a precision de Ia solution initiala at par la
precision cur 1 'oparateur de passage ( ~ 4 ---- ,)qui parmat d'obtanir le vecteur

V41 A partir du ve cte ur V . En particuliar, la vacteur initial qui act obtans par
use cathode autra qua cella de l'equation parabolique (ruethode des modes, des rayons
os m~thode WK8) , dolt atre fourni avec una tres bonne precision (en particulier cur la
phase), car il conditionne touta las evaluations suivantas.

3.3 141cc en oeuvre de l'algorithme

Pour nettre en oeuvre l'algorithma de resolution qui vient d'@tre decrit, 11 est
ntessaire:

- de disposer d'une solution initiala,
- de cailler convenablement le domaina de calcul,
- de limiter le domaina ers le haut.

Oans las eccais qsi oct 61te effectues, la solution initiale a ate obtense par une
cathode de rayons geseralisee en admettant qua le procassuc de calcul domarre suffisam-
cent pres de la source pour pouvoir faire use approximation locale de terra plate. Cette
solution initiale tient compta de louverture an cite du faisteau correspondent A la
source da6mission. Pour mailler convenablament le domaine de calcul, 11 est nessaira
de tenir compta du caractere rapidement oscillant de Ia solution au fur at 8 mesure qua
lon sa@loigne de laxe du faisceau. Des considerations simples basees cur Ia solution
donn~e par 1 'Optique Geomttique dens le cas d'une atmosphere hocogana Oct permls
de6tablir la regle de maillaga suivante

AA .. ___-A pour le pus en distance

.A ~ -A pour le pas en altitude



dans ces formules, at est la demi-ouverture du feisceau.

Pour limiter le domaine de calcul wers le haut il convient d'6crire use condition
aut limites appropride sur la frontiere sup~rieure de la grille de maillage. L'id~e I&
plus naturelle cossiste A Ascrire qu'au sommet du domaine de calcul 1 impldance est
#gale a celle de I'atmosphbre A l'altitude considfrae ce qui revient A traduire Sur le
plan num~rique la condition de SOMMERFELD qui est introduite lors de la else en fqua-
tion du probltme.

Les essais bas~s sur cette approche ont montr6 qua d~s que le faisceau atteint
la fronti~re sup~rieure il y a use r~flexion qul engendre un terme perturbateur se pro-
pageant vars let altitudes d~croissantes et qui vient rapidement altirer la solution
lorsqu'on s'6loigne de la source.

En vue d'amortir cc terma parasite, une m~thode heuristique a ftd mise en oeuvre,
elle consiste A admettre que le fait d'annuler un certain nombre de termes de la solution
vars le haut nalt~re pas celle-ci pour las pas de calcul suivants en distance. Tout se
passe alors cocce si V'on rcstait en espace libre en rktr~cissant artificiellement le
faisceau vers le haut au fur et A mesura que I'on progressa en distance.

La m~thode ast misc en oeuvre de la mani~re suivante:

- le domaine dc calcul est agrandi vers le haut par adjonction d'une zone tampon
- la condition aux licitas 6voqufe ci-dessus est appliqu~ea& la fronti~re sup6-

ricure du domaine 6tendu
- A cheque 6tape en distance, la solution est calcul~e puis multipli~e par use

fonction telle qua las termes se trouvent dens la zone tampon talent Ocras~s et que soient
conserv~s let termas correspondent au domaine utile.

Dans un premier tempt, une fonction rectangle (6galea I dans ]a zone utile et
@gale A 0 dens la zone tampon) a 6t§ utilis~e. L'exp~rience a montrO qua ]a solution
obtenue 6teit l~gtrement perturbie. Cette perturbation disparaft an introduisent use
zone de transition faisant passer ]a valeur de la fonction progressivecent de 1 a 0 dens
le voisinaga de la frontidre sarast le domaise utile de la zone tampon. Apros pluticurs
essais, 11 est appari qussn bon comprocis consiste A agrandir le domaina de calcul dans
un rapport 1,5 as hauteur at A adoptcr use fonction d'apoditation du type

.4 -

le coefficient ' Estent choisi de fa~on A ce qua cette fonction soit pratiquemant tulle
pour X > 1,35.

Le temps de celcul croit lineairement an fonction de la distance avac cependent
l'inconv~nient de multiplier le sombre d'op-;etions arithm~tiques dent us rapport 1,5
par rapport A ce qu'il sereit strictamant n~cesseire si I'on pouveit se limiter as
domelne de calcul utile.

3.4 Validation de le c~thode da calcul

Use solution anelytique rigoureuse dala6quatlon parabolique pest Atre trouve
dens le cas d'une atmosphLre homog~ne et dens le cat d'une atmosphdre eyest tin indice
variant lin~aracent an fonction de I'altituda. Dens le ces oO le point d'obsarvation
ast situAi an dcssous de ]'horizon g~om~trique, la solution enelytique ant fournie per
use s~rne modale dont le terme g~nkral est us produit de fonctions d'AIRY. Dens le cat
oQ leI point d'obsarvetion ant sittiA es-dassus de l'horizon, la solution ast obtenue par
us d~veloppemant esymptotique at co~ncida avac la solution donn~e par l'Optique G~omO-
trique. La solution dent tout le domaina ant obtanue an reccordant judiciassemant let
daux solutions dent le zone de transition correspondent A la limite de veliditt de
chacune des m~thodes de celcul. Cat solutions anelytiques ost permit de validar Ia m6-
thode de celcul expos~a an comperent le celcul anelytique a la solution obtansa an r(2-
solvant num~riquament lafquation pat-abolique.

La figure I donne us example de compareison entre la solution numtrique fournie
per la cmthode de l6quation paraboliquc at la solution anelytique. On pest constater
qu'il existe use tr~s bonne concordance dens laensambla antra cat deux solutions. La
figure 2 contra las possibilits de lemtode an ssg at us conduit d'6avqation
de 20 m~tras d'6paissasr A profil bi!4naire _!( d/JI -03 n/mtre EI,/e
-O.O39N/mltre) A use fr~quence de 10 G~lz at pour laquel on feit varier lealtitude de
la source.

4. EXPLOITATION POUR QUEIQUES CAS TYPES

Afin d' valsuer 1le degra d 'h~ttrog~ni tA dea lindica atmosphdrique , ]a Mdtisoro-
logic Nationale a effectuf un certain sombre de campagnes de matures au-datsun dc
1 Atlantique at de la M44ditarranda. Can matures ont conduit A I Elaboration de cartes
donest l'indice atmosphfrique as fonction de lealtitude at de la distance. Las r~sul-
tats sost stock~s suir des bandes mags~tiques, at cheque carte couvra use zone de 130 km
en distance evec us pen de 1 km etl500 men altitude avec us pan de 25 m. L'algorithme
de calcul da la couverture radar d~crit ci-dessus a @tA 6valus sur us certain sombre de
configurations types extraites de can fichiers magn~tques et ckioisies as accord avec
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la Metdorologie Nationale. Le pas desmesures effectu~es in-situ est trop grand pour une
exploitation directe dans las calculs de resolution de l'equation parabolique et il a
61t6 n~scessaire d'effectuer une interpolation lineaire A deux dimensions pour obtesir,
A partir de la grille meteorologiq u e une grille de valeurs de l'indica correspondent
A la grille dascalculs num~riques . Dans chaque cas il est effectu6 une comparaison
entre Ilatmosph~re translatee (la premiere coupe verticale de ]a carte d'indice est
raproduite A tous las pas suivants en distance, ce qui conduit 8 une atmosphere homo-
gene dans le sens de la propagation) at l'atmosphtre relle obtenue par les masuras
effectu~es in-situ.

4.1 Vol CARMEN-14 (figure 3)

Le vol CAMEN 14 se caract~rise par us conduit tres net A bassa altitude (entre
100 at 300 m). Cette disposition a 61te mice A profit pour etudiar le cas oO la source
reelle at a latmosphere translatee en distance pr4sentent las points suivants:I

- dans las daux cas, ii y a tendance A la creation d'un conduit faible a moyanna
altitude (entre 500 m at 1000 m)

- une partie de le6nergia du faisceau qui traverse le conduit act rafleschia sur
la surface de la mar puis sx trouva concentree antra la surface de Ia mar at le plancher
du conduit

- cetta tandance act nettement plus marquee dens le can de 1 'atmosphere translate.

4.2 Vol CARM4EN-19 (figure 4)

La vol CARMEN 19 presanta una anocalix dane las courbas d'iso-indice caracterise
par un effondrement cur use trancha distance se situant entre 50 at 90 km par rapport A
l'origina. La but des exploitations dtait de verifier ci cette anomalia a use influence
notable cur la propagation. Las figures contrast qu'il ny a pas de difference sensible
du point de vue qualitatif antre l'atcosph~re translateean distance (dosc cans anomalia
d'indica) at l'atmosphe reelle. La phenome a donc pau d'influence cur la propagation.
Un complement d'essais a ete effactut cur una source A bacca altitude at conduit A la
cgme conclusion. Cxci provient vraicecblablxcent du fait qua l'anomalia act situee trop
loin de la source pour apporter una modification sensible ens conditions dx propagation
(compta tenu de la courbure terrestre l'enargix contenux dens le faiscaau passe au-dessus
de ]a zone daeffondramant at sa trajectoira act peu affactee).

4.3 Vol CARM4EN-21 (figure 5)

Ce vol a 61t6 choisi comma axtr~memant reprecentatif d'heterogenites dx l'atmoc-
phde an altitude at en distance. En affet, ]'examen de la carte d'indica contra qu'il
existe us fort gradient A une altitude variant antre 700 m at 1100 m traduisant us
conduit de propagation heterogene. Cx vol a 6te systamatiquamant exploitCs pour divarsas
altitudes de la source at diverses frequences. Las resultats pracentes ici cost ralatifs
a use source situe A 500 metres at 6ettant A une fr~squance dx 3 GHz. L'examen da Ia
figure 5 contra las grendas differences qui pauvant axister antre la propagation an
atmosphere rsella at la propagation en atmosphere tranclattax. En se basant cur use ceule
coupe translat~A an distance, le calcul prddit us conduit dx propagation extremement fozt
alors qua la situation reselle act beaucoup plus complexe, mettant an evidence us conduit
plus faibla A 500 metres ainsi qu ,usxsurpropagation vere l es altitudes alevfes q u il
6tait impossible a prasdira avec la connaissance d'une ceule coupe verticala dx la carte
dx 1 indice atmocph~srique.

5. CONCLUSION

La pr~sente publication d~crit use cathode dx calcul de la couverture radar edap-
tee au cas ob l'indica dx refraction dx l'atiosph~rx depend A la fois dx l'altitude at
de la distance. Catte casthode act basde cur la resolution numerique d'una equation eux
deriv~es partlalles du type paraboliqux qui constitue use approximation raisonnable de
Ilsquation de propagation. L'algorithme choisi fournit us outil d'invastlgation pour
1 etude de la couverture radar dens le can d'une configuration quelconqux dx 1' indica
atmospherique. 11 s'agit d'un moyen deOtuda at non pee d'un programme operationnel, car
lee temps de celcul sont trop longs pour envisager con amploi dens us contexte opera-
tionnal. Cependant cat algorithmx act parfaitxmant adapta A una implementation cur us
processeur vectorial, cx qui reduirait lx temps dx celcul dens us rapport daenviron
vingt at permattant elors us emploi a des fins operationnallee.

La mica en oeuvre dx cet algorithme cur den manures affactues in-situ permat
de mxttrx an evidence, dens cartains cas, use difference importanta estre le champ
calculd & partir d'une seule coupe varticale de l'indice at c.31ui calcule pour use
atmosphere realla. 11 conviandrait donc de pouscar plus A fond les investigations afin
d'obtanir des donnees etatictiques parmettant de determiner dens quelle manure us seul
raleve metesorologique parcat cur le plan opdrationnxl de randra compta d'une meniere
fieble de lx realit4. Cxci pose avidemmant, d'une maniere implicite, lx probleme dx
l'obtention dens un contexte op~rationnel dx la carte dx l'indice atmospherique cur
use zone etendux.
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Figure n' 1 - Comparaison de la

solution numkrique avec la solution
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DISCUSSION

L. FELSEN, US

In attempting to satisfy the radiation condition on your finite domain, you apparently
define some sort of transitional vector. Have you considered the possibility of using
the "on-surface radiation condition." which has been introduced in diffraction problems
and which simulates the radiation condition on a closed surface that is not in the far
zone? Do you think it might work for your problem?

AUTHOR'S REPLY

In a first step to obtain a finite domain of calculus, we used the radiation condition
at the boundary top of this domain. The results were catastrophic: a reflecting wave
coming down from this boundary perturbed the solution. To avoid this strong
perturbation, we tried to use an absorbing boundary condition. For this we referred
to B. Ergquist and A. Majda in "Absorbing Boundary Conditions for the Numerical
Simulation of Waves" (Mathematics of Computation, Volume 31, Number 139, July 1977,
Pages 629-651). We did not obtain significant results in this way: the reflected
wave remained strong probably because of the very small angle between the incident wave
and the boundary top of the domain. Consequently, we did not continue in this way and
the heuristic method which is described in the paper was used and worked well. It
seems probable that all possibilities of the paper of Engquist and Majda have not yet
been used. In our work, the possibility of using the "on surface radiation condition"
was not considered. It may be interesting to explore the way to obtain a more rigorous
solution to the problem of limiting the area of computation. This may be a promising
way for complementary work.
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PROPAGATION MODELING FOR SOME HORIZONTALLY VARYING TROPOSPHERIC DUCTS

Richard A. Pappert
Naval Ocean Systems Center

Ocean and Atmospheric Sciences Division
San Diego, CA 92152-5000

SUMMARY

For propagation assessment in a maritime environment, the assumption of horizontal
hom'geneity (i.e., invariance of the refractivity structure along the path of propagation) is
generally adequate [Hitney et al., 19851. Nevertheless. theoretical methods are available to
handle special cases when the assumption fails. For example, horizontal inhomogeneity can in
principle b. treated b1 mode conversion methods or by parabolic equation solvers. In this paper
theory for a slab mode conversion model is discussed within the context of modified refractive
index formalism and applied to several hypothetical laterally inhomogeneous problems including
elevated layers as well as shallow evaporative layers. Results of the mode conversion calcula-
tions are compared with parabolic equation results generated concurrently by Ko and Burkom
[19873. Most of the comparisons between mode conversion and parabolic equation results are in
reasonable agreement. These comparisons, along with the ease of implementation and speed of the
parabolic equation calculations relative to the mode conversion analysis, strongly supports the
superiority of the parabolic equation method for systems studies involving laterally in-
homogeneous tropospheric layering.

INTRODUCTION

It is well known that the presence of layered tropospheric refractivity structure sig-
nificantly influences radio wave propagation of frequencies greater than about 30 MHz to the
extent that beyond the horizon ducted fields may be many tens of dB above the troposcatter
fields (e.g. Kerr, 1951; Pappert and Goodhart, 1977). Waveguide formalism (e.g. Budden, 1961;
Wait, 19701 has served as the basis for many numerical studies and they have generally been
predicated upon the assumption of a laterally homogeneous guide. That is, a guide for which the
vertical refractivity is invariant along the path of propagation. As discussed by Hitney er al.
(1985], for propagation prediction purposes in a maritime environment this assumption appears to
be adequate most of the time. Nevertheless, it is legitimate to inquire about the theoretical
significance of lateral inhomogeneities and several tools are available to handle such situa-
tions. When lateral variation is sufficiently slow, waveguide modes do nor interact
significantly and each mode can be tracked separately [Midler, 1969]. This is the adiabatic or
WKB approximation. More generally, lateral inhomogeneity is treated by mode conversion tech-
niques [Cho and Wait, 1978; Wait, 1980] or by parabolic equation solvers [Tappert, 1977. Ko et
al., 1983; Dockery and Konstanzer, 1987; Ko et al., 1988]. Both mode conversion techniques and
parabolic equation solvers have been developed to a high degree of sophistication by the under-
water sound community. Despite this, the methods have been less frequently used in tropospheric
ducting work. The principal reason for this is probably because the detailed information relat-
ing to lateral inhomogeneity of the duct which is necessary for meaningful tropospheric modeling
is rarely available. Moreover, tropospheric ducts are deviations from the norm, whereas non-
uniform ocean topology, for example, is the norm.

Although mode conversion methods become very unwieldly with increasing frequency as the
system becomes more and more multimoded, they do offer a basis for comparison with alternative
methods. Thus, the primary purpose of this study is to compare mode conversion results for some
hypothetical laterally inhomogeneous tropospheric waveguide environments with the corresponding
parabolic equation results concurrently generated by Ko and Burkom (1987]. The waveguide en-
vironments consist of two examples of elevated layers first considered by Cho and Wait [1978]
and several horizontally inhomogeneous evaporation duct environments. The mode conversion
analysis is based on a slab model of horizontal inhomogeneity and draws heavily upon an undocu-
mented waveguide program, "MLAYER", which makes use of an ingenious root finder developed by
Morfitt and Shellman [1976]. The latter permits the location of all modes with attenuation
rates less than some preassigned value. "MLAYER" is a multi-layer extension of the trilinear
program "XWVG" developed by Baumgartner (1983].

In the following section the slab mode conversion model is succinctly described. It is
developed fully within the context of modified refractive index formalism. Since they play a
crucial role in the mode conversion process, height gain integral evaluazions are discussed in
section III. Formulas for signal level relative to free space and for path loss are given in
Section IV. Mode conversion and parabolic equation results for layers treated by Cho and Wait
are presented in Section V and results for some evaporation duct environments are given in
Section VI. Conclusions are summarized in Section VII.

THE SLAB MODEL AND MODE CONVERSION COEFFICIENTS

Throughout this study a right handed rectangular coordinate systen (x, y, z) is us(
- z the plane of propagation and z the vertical coordinate in an earth flattened geometty.
Positive z is directed into the troposphere and z - 0 corresponds to ground level. Invariance
in y is assumed. As depicted in Figure 1, a slab model is used to represent inhomogeneity in
the x direction, Within each slab there is no x dependence of the refractivity profile.
Reflections associated with horizontal inhomogeneities are neglected. Some justification for
this follows from the fact that reflections associated with a single junction can be shown to
depend upon differences in propagation constants of the modes on each side of the junction and
from the fact that in tropospheric applications those differences are very small.

By assuming an unit amplitude wave in mode m in the transmitter region (slab i) and as just
mentioned, by neglecting reflections from the horizontal or lateral inhomogeneities, the
horizontal electric field, Ey (to good approximation the model is applicable to vertical



polarization with the magnetic field Hy replacing E y) of the rf wave in slab 1 is

E(')- exp(-ikoOO)x) f(1>(Z) z
ym o m

The superscript denotes slab number, m is a mode index, k. is the free space wavenumber and a

modal eigenvalue. The height gain function f P)(z) satisfies the reduced wave equation

d~f (P)
2 2 ((P))2)f(P)

d.2 + k (n (Z) - (P ) )fm - 0 (2)

where n is the height dependent modified refractive index for the pth alab. The square of np p
is approximated by linear segmentation so that the height gains are expressible in terms of Airy
functions in each linear segment. The height gains are normalized such that

,.(f.(P))2dz - 1 (3)

where the contour 0 goes from -a to w in such a way that the integral converges. For leaky
modes that necessitates integrating into the complex plane [Budden, 1961J . Moreover, it is
readily established that the height gains for non degenerate modes are orthogonal. That is,

Jf(P)(z) f P)(z) dz - ok (4)

where 6 is the Kronecker delta.

In slabs pol the y component of the electric field of the rf wave may be written as

J

E(P) - exp(-ikc o x2) .(Pa esp(-ik $(P)(x-. ))f(P)(in) (5)

ym om C jm oj p i

where p is the slab index and Jp denotes the number of modes in slab p required to represent the

field and the a
1
P)s represent the cumulative conversion coefficients from mode m, incident on

jm

the transition in region i, to mode j in the pth slab. It is emphasized that the ' sojmdefined, contain the effect of reconversion associated with all slab junctions for which xm

X . Continuity of Ey at junction 2 yields

J 2 a (2 ) f ( ) ( ) f 0l ) ( )  (6 )

J m

Multiplying through by f ?z) and integrating over the contour C yields

a() 72,rm- rm

where

1p
'
q - f(p)(z) f (q)(z)dz (8)r m r m

Repeating the continuity requirements for E at junctions p > 2 givesY

J1
- a) (p-1) esp(-ik. 9 (p-

1
)(x )) 1 P-P'. p > 2 (9)rm L.... jm oj p p-i r j

Equations (7) through (9) permit the determination of the cumulative mode conversion coeffi-

cients.

HEIGHT GAIN INTEGRAL EVALUATIONS

A crucial step in the mode conversion program is the evaluation of height gain integrals2
given by Equation (8). When linear layers of n in adjacent slabs are parallel, then the in-
tegral (8) can be evaluated analytically. Let a and b be two points (with a the lower point)2
which lie within the boundaries of parallel linear layers of n in tao adjacent slabs, r and s.
The height gains in these slabs satisfy the equations (m and k are mode indices)
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If the reduced wave Equation (10) is multiplied by - and Equation (11) multiplied by

f ()(z), the results subtracted and integrated between the limits a, b there results

(fr) df
1
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To derive Eqttation (12) use has been made of the fact that ns(z) - n(z) is independent of z

(the condition of equal gradients). By studying the limit r - a. m - k it can also be shown
that

J(If (z)) dm - [ )oi~~ I m)

where a is the gradient of n in the layer being addressed and q is given by

q (k/iI)2/2(n
2
(a) + a (z - a) - (9$ s))2) (14)

The contribution to the height gain integral from -m to 0 is

ffC)(S) f(r)(z) d -f(s)(o)f(m)(O)/(Iko(Ns-(Pk ) + JNf-(t)r))} (15)
m o ms k r m

where

N - + -(N ) < o (16)
p imp o p

a - ground conductivity in slab pp

ep - ground permittivity in slab p

. - circular rf frequency

to - free space permittivity

For comparisons made with the Cho and Wait [1978) results given in the following section.

Equation (12) is all that is required for evaluation of the height gain integrals needed to

evaluate the cumulative mode conversion coefficients given by Equations (7) and (9). For the

evaporation duct studies the integrals are numerically evaluated between z - 0 and z - zu.

Above zu the gradients of n
2 

for all slabs are taken to be equal (118 M-units/km). The required

height gain integrals then assume the form

S - df lr s) df(StN)
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r & 
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(r 2) 27

k. k r 
.'J

Although not required, the integral relating to the norm can be numerically evaluated as
follows:

J2/m -. ) -](s 2]

0. k 
_ud .

[(ko'-o''" °q(S'(f 'o" Kt0
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+ (f~ ) o)) /(2 k ( )) 2)(18)

where the gradient of n
2 
above zu is denoted by a. and where

q(zu ) - (ko/jau )2/' (n
2
(Z) ))2) (19)

Equation (18) provides an excellent check on the numerical integration since the height gains
can be normalized by using the result given in Equation (13).

SIGNAL LEVEL AND PATH LOSS

In terms of the cumulative mode conversion coefficients defined by Equations (7) and (9)
and the normalized height gains discussed in Section II, the signa] level relative to free space
in slabs pol is given by

E(dB) lOLog l, 2.x (1 ) 1
/
2 ex ( i ( 1 ) f ( )

Ikoa sin(x/a) 1l o cmm X2 )f (z T)

-P (P( 2.p-k#P(-pj](0

When p - 1, E is simply
2

EjB-I~g102xk 0 1 ))1/ f0)(zT)f(czR )exp(-ikP)mII] (21)
1koa sin(x/a) 0 m m TT1( ~x('k~

In these equations x is the range, ET the transmitter height, ER the receiver height, a is the
earth's radius and all dimensions are mks. Sometimes signal levels expressed in terms of path
loss are desired. In terms of signal level relative to free space, the path loss is given by

PL(dB) - 32.45 + 2OLoglo(x) + 20Loglo(f) - E(dB) (22)

In Equation (22), X is in kilometers and the frequency, f, in Mliz. In the following sections,
results based on the above equations will be given for several laterally inhomogeneous tropos-
pheric environments.

COMPARISONS WITH THE RESULTS OF CHO AND WAIT

In the paper by Cho and Wait [1Q78>, a number of slab model mode conversion results as-
sociated with elevated layers at 200 MHz were presented. Figure 2 shows two slab models (c) and
(d) used by Cho and Wait which are re-examined in this study and compared with the parabolic
equation results of Ko and Burkom (1987]. Theoretical modified refractivity structure (apart
from layer height) used in each slab is shown at the top of Figure 2. Also, the number of modes
used in each slab at 200 MHz is indicated. In case (c), the layer height is 600 m out to a
range of 200 km where the layer height then increases linearly to 1000 m at 500 km and then
decreases linearly back to 600 m at a range of 800 km. Beyond 800 km the layer height remains
uniform at 600 a. Case (d) is the inverse of (c) with the layer height of 1000 m invariant out
to a range of 200 km. The layer height then decreases linearly to 600 m at 500 km and then in-
creases to 1000 m at a range of 800 km. Beyond 800 km the layer height remains uniform at 1000
m. Cho and Wait approximate the linear variations with 30 km thick slabs.

Figures 3 and 4 show comparisons of the signal level variation with height between the
current results and those of Cho and Wait for ranges of 350, 500. 650, 800 and 1000 km. The
transmitter height for Figure 3 is 600 m and 1000 m for Figure 4. The excellent agreement be-
tween results illustrates their numerical equivalence. A point of considerable importance is
that in replicating the results of Cho and Wait their exact slab thickness of 30 km has been
used.

Slab convergence properties for cases (c) and (d) at a range of 350 km are shown in
Figures (5) and (6) respectively. Shown are results for the four slab thicknesses of 30, 15,
7.5 and 3.75 km. It is evident that in both instances slab convergence is not approached until
the slab thickness is reduced to at least 7.5 km and even then below about 200 m the convergence
is questionable for case (c). Comparison of results for the 3.75 and 30 km slab thicknesses
show a significant difference. These results are also representative of the convergence be-
havior at other ranges.

Comparisons between mode conversion results and parabolic equatic¢i results [Ko and Burkom,
1987] for the five ranges are given in Figures (7) and (8). Figure (7) applies to case (c) and
Figure (8) to case (d). Shown are comparisons between the Cho and Wait results (slab thickness
30 km), the mode conversion results for a slab thickness of 3.75 km and the parabolic equation
results. Generally, the parabolic equation results are in better agreement with the 3.75 km
slab thickness mode conversion results, though the differences are larger than one might have
hoped. This is particularly true for case (c) at the ranges of 650 and 800 km where the deep,
broad nulls above 1000 a do not show up in either the parabolic equation calculations nor in the
mode conversion calculations with the 30 km slab thickness. The reason for the disparity is nor
known. Differences between parabolic equation results and mode conversion (3.75 km Slab) cal-
culations below about 400 m are not surprising since comparisons (not discussed here) with



22-5

extended mode calculations indicate higher order modes can affect the rather weak signal levels
:here. Comparisons for both cases (c) and (d) between the 3.75 km slab mode conversion result
and the parabolic equation result at the furthest distance of 1000 km is quite good. The reason
for this is probably that higher order modes are much attenuated in travelling the 200 km dis-
tance beyond the end of the lateral inhomogeneity.

EVAPORATION DUCT RESULTS

The evaporation duct is a nearly permanent, shallow (< 30 m) surface duct created by the

rapid decrease of moisture immediately above the ocean surface. Air in contact with the sea is
saturated with water vapor which decreases with height until an ambient value is reached. This
decrease of water vapor with altitude causes the index of refraction to decrease near the sea
surface, and this in turn produces a duct within which grazing rays are bent towards the earth.
Figure 9 shows a schematic of the behavior of the modified refractive index, m, for such a duct.
The most important duct parameter is the duct height, hd, where the m profile minimizes. Below

hd the m profile varies nearly logarithmically. Above, h'. the variation is roughly linear.

Because these ducts are vertically thin, strong trapping infrequently occurs below about 3 GHz.

Waveguide and mode conversion results are presented in this section for several evaporation
duct environments and are compared with corresponding parabolic equation results of Ko and
Burkom [1987]. In all cases the transmitter is at 5.0 m above sea level, the frequency is 9.6
GHz, the polarization is horizontal and a smooth sea surface is assumed. The evaporation duct
profiles, approximated by linear segmentation, were supplied by H. Hitney. They were obtained
from numerical solutions to the equations for calculating the duct height from meteorological
parameters (Jeske, 1973] subject to the assumption of neutral atmospheric stability.

Ducting environments considered in the remainder of this section are;

(I) Horizontally uniform guides characterized by the standard atmosphere (i.e. linear layer
with gradient of 118 M-units/km), as well as evaporation dus characterized by 2 m, 6 m, 8 m
and 16 m duct heights.

(2) A 6 m duct height at the beginning of a 35.2 km path increasing lineraly to 8 m at mid-
path then decreasing linearly to 6 m at the end of the path (i.e.. 6 m at 0 km, 8 m at 17.6 m
and 6 m at 35.2 km).

(3) A 2 m duct height at the beginning of a 35.2 km path increasing linearly to 8 m at mid-
path then decreasing linearly to 2 m at the end of the path (i.e., 2 m at 0 km, 8 m at 17.6 km
and 2 m at 35.2 km).

(4) A 2 m duct height at the beginning of a 35.2 km path increasing linearly to 16 m at the
end of the path (i.e. 2 m at 0 km and 16 m at 35.2 km).

Figure 10 gives waveguide (WC) and parabolic equation (PE) height gain results at 35.2 km
for uniform guides characterized by the standard atmosphere as well as evaporation ducts with
duct heights of 8 and 16 meters. The horizontal axis is signal level in dB relative to free
space and the vertical axis is altitude in meters. In all cases the waveguide and parabolic
equation results are in excellent agreement.

Figure 11 gives waveguide and parabolic equation range results for the same environments
used for Figure 9. Results are in terms of path loss in this instance and the free space path
loss is included for reference. Both transmitter and receiver height is 5 m. As before, the
waveguide and parabolic equation results are in excellent agreement.

Figures 12 and 13 show mode conversion (MC) and parabolic equation results for case (2)
enumerated above (i.e., the 6-8-6 m duct height variation). Height gain behavior is shown in
Figure 12 at 35.2 km and range behavior for a receiver height of 5 m is shown in Figure 13.
Also shown on the plots are waveguide results for the standard atmosphere and for evaporation
ducts with 6 m and 8 m duct heights. As determined by convergence studies, 12 modes and 21
slabs were used for the mode conversion calculations. The latter are, as expected, in all
instances bounded by the 6 m and 8 m waveguide results. Comparison between mode conversion and
parabolic equation results is very good.

Comparisons between mode conversion and parabolic equation results for case (3) enumerated
above (i.e., the 2-8-2 m duct height variation) are shown in Figures 14 and 15. Height gain
behavior is shown in Figure 14 at 35.2 km and range behavior for a receiver height of 5 m is
shown in Figure 15. Also shown on the plots are waveguide results for the standard atmosphere
and for evaporation ducts with duct heights of 2 and 8 m. For the mode conversion calculations,
the number of modes varied from 6 to 12 between the 2 and 8 m duct heights respectively and the
lateral inhomogeneity was modeled with 121 slabs. Mode conversion and parabolic equation
results are in good agreement and fall as expected between the 2 and 8 m duct height results.
Some wiggles will be seen in the mode conversion results shown on Figure 15 in the neighborhood
of 31 km. Those are due to slight discontinuities across s9'b boundaries.

Comparisons between mode conversion and parabolic equation results-for case (4) enumerated
above (i.e., the 2-16 m duct height variation) are shown in Figures 16 and 17. Height gain
behavior is shown in Figure 16 at 35.2 km and range behavior for a receiver height of 5 m is
shown in Figure 17. Also shown on the plots are waveguide results for the standard atmosphere
and for evaporation ducts with duct heights of 2 and 16 m. For the mode conversion calcula-
tions, the number of modes varied from 6 to 12 between the 2 and 8 m duct heights respectively
and 12 modes were also used for all duct heights greater than 8 m. Seventy one slabs were used
to model the lateral inhomogeneity. Although quite small, discontinuities at slab boundaries
will be seen on Figure 17. It is curious that the region just beyond 30 km where the most
pronounced discontinuities occur is also the region where the parabolic equation results are
most variable. That is probably a fortuitous occurrence. Overall, the mode conversion and
parabolic equation results agree quite well.
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CONCLUSIONS

In contrast with the 30 km thick slabs used by Cho and Wait, slab thicknesses of 3.75 km
have been used in the present study. This appears to be adequate for the mode set used by Cho

and Wait. Additional modes can influence height gain results below about 400 m. However, above

that height it is believed that the original mode set along with the slab thickness of 3.75 km
gives convergent results.

Though in most instances, comparison between the parabolic equation and mode conversion

results for the Cho and Wait case is reasonable, there are two cases which show surprising dif-
ferences above about 1000 m. They are the results for ranges of 650 and 800 km for case (c).
Mode conversion results show broad deep nulls in the neighborhood of 1200 a which are more than
20 dE below the parabolic equation results. Reasons for the discrepancy are not known.

Comparisons between mode conversion and parabolic equation calculations for the laterally
homogeneous and inhomogeneous evaporation duct environments considered are all very good.

Three major problems; slab size, number of modes and height gain integral evaluations be-
set mode conversion calculations. Even for the limited class of profiles considered in this
study, the waveguide and mode conversion runs typically required hundreds of minutes of computer
processing time whereas the parabolic equation results required minutes. Thus, the comparisons
mentioned above, along with the ease of implementation and speed of the parabolic equation cal-
culations relative to the mode conversion analysis, strongly supports the superiority of the
parabolic equation method for systems applications involving laterally inhomogeneous tropos-
pheric layering. It may even turn out that the most useful Navy application of parabolic
equation solvers in the area of electromagnetics will be for propagation calculations in
laterally homogeneous ducting environments.
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DISCUSSION

G. DOCKERY, US

Was an infinite refractive index gradient used for the calculations corresponding to
the Cho and Wait study? If so, refractive index gradient limits may have been violated
in the parabolic equation calculations.

AUTHOR'S REPLY

No. A gradient of about -2500 M units/m was used to model the abrupt layer and a
criterion given by Ko, et al. (reference 9) indicates that such gradients should be
manageable with their PE solver.

L. FELSEN, US

Would the adiabatic modes work for some (which?) . ,r range-dependent profiles,
thereby not requiring the full coupled mode algorit ,.?

AUTHOR'S REPLY

Since only mode conversion calculations were performed, I can only speculate about
applicability of the adiabatic method. Results for the laterally inhomogeneous
evaporation ducts suggest that the adiabatic approximation may be adequate for those
profiles. However, based on the magnitudes of the cumulative mode conversion
coefficients, I would not expect that to be the case for the range dependent elevated
ducts.
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PROPAGATION PREDICTION FOR THE NORTH SEA ENVIRONMENT

by

R.Vieth
Domier System GmbH

Management Consulting
Postfach 1360

D-7990 Ffiedfichshafen
Federal Republic ot Germany

SUMMARY

Evaporation ducting can have an important influence on the propagation of
electromagnetic waves. The dependence of those ducting conditions on geographic location
requires an estimate of occurrence and effects of ducting in various areas. Duct height
statistics using long term statistical meteorological data in combination with propagation
models are used for this purpose. In this paper, Jeske's propagation measurements [1] during
1961 at the German coast of the North Sea were taken and compared with the calculated
results from the combination of the statistical weather data base and the propagation
models, as well as another measurement program performed in Greece [2]. A brief description
of the models is followed by an example of the results of the Greek measurements. The German
experimental data and duct height distributions for that region are described. Finally the
results of measurements and calculations are discussed. A good agreement was found between
measured propagation data and predictions based on climatological averages.

INTRODUCTION

The evaporation duct is known as a frequently occurring propagation mechanism
influencing radar propagation near the sea surface. This propagation effect has to be taken
into account when predicting the performance of radar systems, especially for shipboard
applications. Duct height statistics and propagation models are used for evaluation of radar
systems as well as electromagnetic tactical decision aids software. Measurement of both,
meterological data and radio signal levels, in California and Florida (USA) and the Aegean
Sea (Greece) have been performed to validate the models. It has been shown that existing
models together with the weather data base are able to predict propagation effects for these
climatological regions. In many areas of interest to NATO there are quite different climates
and therefore different duct height distributions. Here the models are used to predict the
results of a long term measurement in the North Sea environment.

MODELS

The propagation model MLAYER was developed at the Naval Ocean Systems Center by
Baumgartner and later modified by Pappert and is described in reference [3]. MLAYER can
solve the modal equation for an arbitrary vertical multiple-linear-segment refractivity
profile using a root finding scheme that guarantees that all modes with an attenuation rate
less than a given value are found. Surface roughness is taken into account through a
modification to the surface reflection coefficient based on the variance of surface heights,
which in turn is calculated from surface wind speed. For all results shown in this paper,
surface roughness was accounted for by setting the surface wind speed to 7 m/sec, which
corresponds to world average conditions. Horizontal homogeneity of refractivity conditions
is assumed by this model.

Jeske [1] and Paulus [4] have shown that evaporation duct height can be determined as
a function of air- and sea temperature, relative humidity and wind speed. This method has
been used to compute evaporation duct height frequency distributions for 292 oceanic areas,
defined by 10 degree latitude by 10 degree longitude Marsden Squares, using a 15 year subset
of marine surface observations compiled by the United States National Climatic Data Center,
Ashville, North Carolina. This data base, known as Surface Duct Summary (SDS), is part of
the Engineer's Refractive Effects Prediction System (EREPS) [5].

The propagation model PROPR contained in EREPS accounts for multipath, diffraction,
tropospheric scatter, surface based ducts, evaporation ducts and water vapor absorbtion.
In case of an evaporation duct, the path loss near and beyond the horizon is approximated
with easy-to-calculate algorithms, which use a single mode model to determine path loss as
a function of duct height. Therefore the results from PROPR are approximations of the full
waveguide solution given by MLAYER for the region under investigation.

Path loss for the given terminal heights and path length versus evaporation duct
heights from 0 to 40 m in 2 m steps were calculated with both propagation models. These
results were then weighted by the annual percent of occurrence of evaporation duct height
in each 2 m interval for the Marsden Square within which the experiment was performed to
give accumulated frequency distributions of path loss, which are then compared to the
measured distribution.

AEGEAN SEA EXPERIMENT

During 1972 a series of propagation measurements were made over a distance of 35.2 km
between the Greek islands of Naxos and Mykonos in the Aegean Sea. The transmitters for 3.0
and 9.6 GHz were installed on Naxos at 4.8 m above mean sea level. Receivers were located
at Mykonos at 19.2 m. Standard-atmosphere radio horizon for this geometry is about 27 km.
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Path loss was measured during four two-to-three week periods in February, April, August and
November. All recorded data were averaged over a 5 minute period, with samples taken every
15 minutes, 24 hours a day.

Figure 1 shows the annual duct height distribution from EREPS for the area in which
the measurements were made. Note that the most common duct heights are between 10 and 12
m, with duct heights greater than 30 m being quite rare. The calculated path loss combined
with this distribution gives the accumulated frequency distribution of path loss for the
two frequencies in Figures 2 and 3. Modeled distributions are shown by solid curves (MLAYER)
and dashed curves (EREPS), whereas the dotted curves are the measured path loss
distributions. Reference lines are included showing the free-space and diffraction-field
path loss values for each frequency. Tie diffraction field was calculated based on a
standard 4/3 effective-earth-radius atmosphere. Figure 2 shows a substantial decrease in
path loss compared to diffraction much of the time at 3.0 GHz, with the median path loss
being 15 dB less than diffraction. The modeled and measured distributions are in excellent
agreement at the higher path loss values, but differ at the lower path loss levels. It is
speculated that effects from surface based ducts created by elevated trapping layers are
responsible for this discrepancy, which have not been accounted for in the modeling. The
results for 9.6 GHz in Figure 5 show the modeled and measured curves in good agreement over
most of the range, with median values showing some 26 to 28 dB reductions compared to
diffraction. At this frequency, the median values are much closer to the free-space value
than to the diffraction value. As with the 3.0 GHz case, there is a discrepancy between
measured and modeled results at the lower path loss values.

NORTH SEA EXPERIMENT

Jeske used a one way propagation path between Weddewarden (near Bremerhaven at the
north coast of Germany) and the island Helgoland (German Bight) for field strength
measurements at 0.6, 2.3, 6.8 GHz. The distance between the transmitters and receivers was
77.2 km. The transmitter antennas on the coast were located at 35, 28 and 29 m, and the
receiver antennas were placed on the island at heights of 32, 31 and 33 m, respectively.
The radio horizon for standard atmosphere for this geometry is about 46 km. Jeske's field
strength measurements were obtained from continuously plotted receiver input voltages.
Hourly median, as well as the maximum and minimum, field strength values were taken from
these plots. To compare these field strength results with the modeled data, field strength
was converted to path loss.

The annual duct height distribution from EREPS for the North Sea area is shown in
Figure 4. Note by comparing Figures 1 and 4, that evaporation duct heights are typically
less in the North Sea than in the Aegean. Figures 5 through 7 show the percentage of time
the path loss exceeds the abscissa value for each frequency. Comparisons of the measured
data and the modeled results are presented in the same format as the Aegean resul.ts. The
path loss reduction relative to the diffraction level (i,e. signal improvement over
diffraction) increases with increasing frequency as in the Aegean results. Here the signal
improvement of the one way path at the 50 % level is measured to be 6, 12 and 33 dB above
the diffraction path loss. The MLAYER model gives 3, 13 and 34 dB and the EREPS calculations
4. 10 and 34 dB, respectively. For the 0.6 GHz case the difference between measured and
MLAYER data is 3 dB, EREPS shows an error of 2 dB. The difference for 2.3 and 6.8 GHz lies
below 2 dB at the 50 % level. As with the Aegean results the overall comparisons between
the measured and modeled results for the North Sea experiment are considered to be quite
good.

DISCUSSION

The frequent occurrence of very low path loss values in the measured data is believed
to be due to either surface based ducts or super-refractive effects. The models used here
only account for evaporation duct effects. Surface-based ducts and super-refractive effects
were not modeled. Surface-based ducts occur in the Aegean area about 11 % of the time
annually and in the North Sea area about 1.7 % of the time. Note that the difference between
the measured and the calculated curves for the lower path loss values is less for the North
Sea results than for the Aegean results, perhaps due to the lesser occurrence of surface-
based ducts. As radio frequency increases for both experiments, the difference between the
modeled and measured curves for low path loss values generally decreases, because lower
frequencies are less sensitive to evaporation duct effects than higher frequencies. At lower
frequencies, surface based ducts and super-refractive effects seem to be the more important
propagation mechanisms and are thus responsible for the lower path loss values.

There is also a difference between the measured and calculated curves at high path loss
values. The measured path loss exceeds the standard atmosphere diffraction level when rain
or sub-refractive conditions occur. The duct heights in the EREPS data base are set to 0
for sub-refractive conditions, which implies standard atmosphere conditions. Therefore the
calculated values can't exceed the diffraction level. Jeske made meteoroloqical measurements
during his experiment from a ship stationed approximately at mid-path, that show sub-
refractive conditions occurring about 3 % of the time. Had this effect been included in the
models, it is thought that the high-path-loss comparisons would be better.

Despite the differences at the lower and upper ends of the curves, modeled and measured
data are in very good agreement. A perfect match of curves should not be expected, because
of the variation between the 15-year evaporation duct data base used and the actual duct
height distribution in 1961 or 1972 in the area of the experiments. However, a favorable
comparison has been made of the duct height distribution from Jeske's meteorological
measurements and the long-term distribution shown in Figure 4. Noteworthy of this study
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is the substantial reduction of path loss, or increase in signal, that is both modeled and
measured on over-the-horizon paths, particulary at higher frequencies. Many system engineers
use standard diffraction theory to estimate required margins or to otherwise specify their
systems. Especially at higher frequencies, the median levels may actually be closer to free
space than to diffraction, for a net gain of 20-30 dB or more. At frequencies as low as 2
GHz, there is also a substantial increase. For the radar application, this effect could give
median detection ranges far in excess of those predictcd on basis of diffraction alone.

CONCLUSION

The comparison of measured and calculated path loss distributions showed very good
agreement at frequencies where the evaporation duct is dominant. Even though the North Sea
region has a lower average evaporation duct height than the Aegean Sea, modeled and measured
data match better, which should be expected due to the lesser occurrence of surface based
ducts. It was possible to predict the measured path loss distribution for the North Sea
experiment within a few dB by calculations using the MLAYER and EREPS propagation models
and the evaporation duct height distribution from the SDS data base, except for the extreme
upper and lower path loss values.
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DISCUSSION

F. CHRISTOPHE, FR

Could the equipment you described be used for the analysis of short term amplitude
fluctuations, and of differential phase?

AUTHOR'S REPLY

The models used are propagation models and long term statistical duct height
distributions. Therefore the analysis of short-term amplitude fluctuations and
differential phase was not possible. The measured data of the German experiment
however, contains fading information.
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ASSESSMENT OF ANOMALOUS PROPAGATION PREDICTIONS
USING MINISONDE REFRACTIVITY DATA

AND THE PARABOLIC EQUATION METHOD
by
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SUMMARY

Accurate and easy-to-use systems are now available to measure the refractive index structure in
the troposphere. Combined with an efficient package for solving Maxwell's equations for radiowave
propagation based on the Parabolic Equation Method, they provide a powerful tool for real time
forecasts of anunalous propagation. Quantitative field-strength predictions can be obtained in a few
minutes from measured meteorological profiles, on a desk-top computer. However, measurement errors
inevitably lead to variability in the predictions, which should be seen in a stochastic light. Some
examples based on experimental data are presented, at X-band and in the millimetre wave part of the
spectrum, as well as a sensitivity analysis using statistical simulations. The Parabolic Equation Method

copes well with noisy refractivity data, and the predictions are fairly insensitive to radiosonde errors.

1. INTRODUCTION

The problem of providing quantitative predictions for microwave propagation in the troposphere
has, until recently, been extremely difficult to tackle. There were difficulties in obtaining meteoro-
logical data, because of the poor resolution of the radiosonde network, and the available data were
inadequate for assessing refractivity effects. The large time constant of the humidity sensor resulted in
the smoothing of humidity gradients, and the low vertical resolution of the sampling made the detec-
tion of inversion layers difficult. The cumbersome conventional systems are gradually being replaced by
minisonde systems [1]. Minisondes are light and easy to launch, and the ground stations are portable
and can be deployed virtually anywhere, so that horizontal resolution can be greatly improved. Similar
improvements in tethered equipment have made boundary layer measurements easier and more reliable.

However, the full potential of modern minisonde systems cannot be exploited without a suitable
method for determining the effect of the refractivity structure on electromagnetic propagation. Mode
theory methods cannot cope with experimental data, and have to rely on template matching to ideal-
ized piecewise linear profiles [2] when an elevated layer is present. This means that the heights of top
and bottom of the layer have to be calculated from the measured metorological profiles. Unfortunately.
because of the imperfections of the slnsors, the prediction of the location of the top and bottom of ducts
becomes totally unreliable for typical sensor accuracies [3], so that mode theory methods are useless
for real-time predictions. The Parabolic Equation Method does not have these drawbacks, and can be
used to compute field-strength in a rectangular domain, from essentially arbitrary refractivity data [4].
[5]. This opens up new possibilities for forecasting microwave propagation in the troposphere. The
experimental facilities available at Rutherford Appleton Laboratory for meteorological measurements
have been used to provide refractivity profiles in various propagation conditions. Field-strength fore-
casts are then calculated with PCPEM, a desk-top implementation of the Parabolic Equation Method,

and in some cases the predictions can be tested against measured RF signals.

2. EXPERIMENTAL DATA

An experimental campaign to measure the refractive index structure at various sites along the
U.K. coast was started in September 1988. The purpose of the campaign is to build up a catalogue of
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meteorological events leading to anomalous propagation, and to characterize the refractivity structure

in the boundary layer. Portsmouth was chosen for the first part of the campaign because it is the

location of the receivers of several transhorizon links across the English Channel, which are part of

project COST 210 on "The influence of the atmosphere oo interference between radiocommunication
systems at frequencies above 1 GHz". The objectives of COST 210 have been presented in [6], and a
detailed description of the COST 210 transhorizon network across the English Channel can be found
in [7]. The map in Figure 1 shows the location of the links. In order to study the effects of height
diversity, four links have been set up at 11.6GHz, using two transmitters located at Cap d'Antifer
on the French coast and two receivers on the English coast. The layout of the experiment, with the
high-high, high-low, low-high and low-low links, is shown in Figure 2. Signal strength is digitized and
recorded at 1 Hz on all four links. A remote interrogation system is used to monitor the links. If an
anomalnus propagation event is detected, meteorological profiles can be measured using ADAS sondes.

The Atmospheric Data Acquisition System has been developed by Atmospheric Instrumentation
Research inc. (A.I.R.) for the Naval Air Development Center (NADC) in the United States. The ADAS
receiver is a portable unit, weighing 5.3kg, which can be either mains powered or run on an internal
battery giving it an autonomy of 4 hours. It receives and processes data measured by free sondes

or tethered sondes. The free sonde (airsonde AS-3A) consists of a bead thermistor for temperature
measurements, an aneroid cell for pressure measurements and a carbon hygristor for relative humidity
measurements. It weighs 150g. Data from all sensors are transmitted every 5 seconds, giving a 12.5
metres vertical resolution with a 100 g balloon ascending at the rate of 2.5 metres per second. The

tethered sonde (tethersonde TS-3A-SP) measures dry and wet bulb temperatures with two matched
thermistors, pressure with an aneroid cell, wind speed with a three-cup anemometer and a light-chopper

tachometer, and wind direction with a magnetic compass. It weighs 225 g, and transmits data every 10
seconds. It can be used with a small tethered balloon (2.25 m 3

) which can be deployed fairly easily for
boundary layer measurements.

Figure 3 shows the synoptic chart for 8 September 1988 at 1800 GMT. On that day, the English

Channel was at the junction between two anticyclonic air masses located over Scandinavia and the
Atlantic Ocean. Ground pressures in the Channel area were average, and temperatures on the South
Coast were very warm despite the presence of a cold front. Conditions were ideal for anticyclonic
advection of warm dry overland air from the continent over the sea. The transhorizon links were
quite active, and a minisonde was launched at 1500 GMT. Figure 4 shows the measured refractivity
profiles. A very low inversion layer was present, and the beginning of a structure which is probably the
evaporation duct was measured at the start of the ascent. As the lowest point of the sonde data was
at 12m, the structure in the first 12 metres had to be extrapolated and a standard evaporation duct

profile was assumed. A tethered sonde is now used to characterize the meteorological structure of the
boundary layer. The recorded signal strength for that day is shown in Figure 5 for the four links, as

transmission loss relative to free space in decibels against time in hours. The relatively narrow-band
fluctuations and the high signal level are typical of a ducting event. The measured refractivity profile
and the system parameters for the two transmitters were then used as input data for two runs of
PCPEM [5] in order to generate two-dimensional field strength results, and transmission loss relative
to free space was extracted along the four paths of interest. Even though no smoothing was applied to
the rather noisy refractivity data, there were no numerical difficulties with PCPEM, which emphasizes
the robustness of the method. Figure 6 shows transmission loss relative to free space (dB) against range
(kin) for the four links. The calculated values at a range of 152 km (low receivers) and 159 km (high

receivers) are in excellent agreement with the data recorded at 1500 GMT, even though horizontal
homogeneity had to be assumed for lack of meteorological data.

On 31 January 1989, measurements of the boundary layer were carried out with the ADAS teth-
ersonde, on the beach at Portsmouth. Figure 7 shows the dry and wet bulb temperatures measured
during one of the descents. The scatter is mostly due to horizontal inhomogeneities, since the 16 knots
wind caused occasional horizontal movements of the tethered balloon. Smooth curves, also shown in

Figure 7, were fitted to the data points. The resulting M and N profiles are shown in Figure 8. They
are typical of an evaporation duct structure, although only crudely reminiscent of the classic log-linear
shape obtained from Monin-Obukhov similarity theory [8]. Since the atmosphere is dispersive in the
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higher part of the microwave spectrum and at millimetre wavelengths, the refractivity values should in
fact be calculated for each frequency of interest, to take into account the dispersion and absorption due
to oxygen and water vapour lines. Liebe's model [9] can be used to calculate the complex refractivity
at any frequency up to 300 GHz from the meteorological profiles, and in turn this is used as input foc
PCPEM. Hence differential effects of the vertical water vapour profile can be studied. Because the tein-
perature during the measurements was relatively low (7.40 C at sea level), the saturated water vapour
density was only 8.2 g/m 3 at sea level and the effects are not as noticeable as at higher temperatures.
Figures 9 and 10 shows 2-dimensional field strength diagrams at 18 GHz and 100 GHz respectively, for
antennas located at a height of 10 m. The contours are in dB relative to a fixed offset at zero range,
which depends on the power into the antenna. The plots are drawn in 4/3 Earth coordinates, so that
rays would be straight lines in a standard atmosphere. At 18GHz, the duct causes strong trapping
of the lobes located just above it, and a complex pattern in the first 10 metres or so above the sea.
Absorption effects are present because of the water vapour line at 22 GHz, but only cause a drop of 1.3
dB at most in the field at low altitudes, where the water vapour density is highest (at sea-level, the
attenuation has a value of 0.065dB/km). At 100GHz, absorption is higher (0.55dB/kin at sea level)
and the trapping is accompanied by shrinking of the contours, more marked at the lower altitudes.

3. MEASUREMENT ERRORS AND FIELD-STRENGTH PREDICTIONS

Measurement errors inevitably lead to fluctuations in field-strength predictions. Given the fact
that PCPEM copes well with noisy data, the quality of the predictions can be assessed by numerical
simulations. Here we assume a deterministic model for the medium, with a random element caused only
by noise in the measurements. A more complex treatment is needed to model variability of the medium
itself, for example to study scintillation effects. The statistical processes chosen for the simulations
depend on the measuring instruments. Here we will concentrate on the case where the sensors measure
pressure, temperature and relative humidity, but the method is easily adaptable to the case where
other physical quantities are measured (wet bulb temperature for a tethered sonde, resonant frequency
for a refractometer). In the current generation of minisondes, most systematic errors, including lag
errors and hysteresis effects, can be calibrated out satisfactorily at the pressure levels of interest for
refractivity measurements. Vertical resolution is now adequate, thanks to the lower rise rate of the small
balloons which are used with the minisondes, so that sampling errors are virtually eliminated. However.
random errors caused by the lack of accuracy of the sensors cannot be avoided. Here the random
errors in the pressure, temperature and relative humidity measurements are modelled as independent
Gaussian variables, and the measurements at different heights are also assumed to be independent. The
standard deviation for each physical parameter is the accuracy specified by the manufacturer of the
system under consideration. Once the ground-truth profiles for the meteorological variables have been
chosen, a random number generator is used to obtain independent Gaussian variables of mean zero
with the required standard deviations. These are added to the ground-truth profiles to obtain noisy
profiles of pressure P, temperature T and relative humidity h. As height is calculated as a function of
pressure, this process also introduces noise in the height profile. At low pressure levels, this method
of calculating height introduces quite large errors in the profiles and a tracking radar should used [10],
but this is not a problem at the pressure levels of interest.

The saturated water vapour pressure e, is calculated using Tetens' approximation to the Clausius-
Clapeyron equation

e, = 6.105 exp (25.22 x(T - 273.2 5.31In ( T

where e, is in millibars and T in Kelvin; refractivity N is then given by

N= 77.6 P + 3.735 x 105-,(2)
T f 2 (

where e = h x e, is the partial water vapour pressure. In this manner, a arbitrary number of noisy
refractivity profiles can be generated from a set of ground-truth meteorological profiles. Some of the
simulations were carried out using the accuracy parameters of the ADAS airsonde, others with the
parameters of the VAISALA minisonde which is now used in several countries for routine synoptic
soundings. Table I gives the accuracies used for the simulations.
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Table 1: Accuracies of radiosonde sensors

Pressure Temperature Humidity
AIR AS-3A 3mb 0.50 K 5%
VAISALA RS 80 0.5 mb 0.20 K 2%

Once the set of noisy profiles has been generated, PCPEM is run with each of them to obtain a set
of noisy field-strength predictions. To get a flavour of the type of conclusions that can be drawn from
these statistical simulations, two examples are presented here. In each case, the frequency is 3GHz.
The first example uses ADAS measurements. Figure 11 shows a synoptic chart for 31 January 1989
at 1800 GMT. An exceptionally stable anticyclone was centred over France and Germany, with very
high pressures in the English Channel and mild temperatures for the season. However the anticyclone
was beginning to move East, and pressures were dropping steadily throughout that day. Figure 12
shows the temperature and relative humidity profiles measured by the ADAS airsonde at 1530 GMT,
and Figure 13 shows the corresponding N and M profiles. The inversion layer, probably caused by
subsidence, is about 100m thick, between altitudes of 630m and 730m above mean sea level. This
is too high to affect ground-based transmitters very much, and indeed there was little activity on the
COST 210 links at that time. However, an intense anomalous propagation event, which lasted a few
hours, started within an hour of the ascent, presumably because the subsidence layer had descended
to lower altitudes after sunset. For the statistical simulations, the antenna was placed at a height of
700 m in order to maximize anomalous propagation effects. The field-strength predicted from the ADAS
measurements, taken as ground-truth, is shown in Figure 14. The duct causes the separation of the
beam into two distinct parts, with quite a complex structure in the layer. Figure 15 shows an example
of a noisy run. Although the fine structure of the field is different, the main features are preserved. The
assumption of independence of the errors at different heights generates very irregular profiles, hence
the ragged aspect of the contours. By comparison, Figure 14 shows quite smooth contours, although
it is itself based on unsmoothed experimental data. In fact the assumption of independence, which is
used to simplify the study, leads to rather large error estimates for the predictions.

Because the field is in fact a realization of a 2-dimensional random process, it is quite difficult to
present the statistical results in a conventional manner. One way to form a judgment on the usefulness
of the predictions is to fix an acceptable error level, say 6 dB, and to calculate the probability that the
prediction is in error by more than this level, at each range and height of interest (11]. The reference
here is not the mean of the statistical runs, but the ground-truth field. Since the field-strength is
unlikely to follow a textbook probability law, all the probabilities were estimated directly from the
sample formed by the noisy runs. Figure 16 shows the probability that the prediction is in error by
more than 6dB, estimated from 100 runs. The darker areas, which correspond to a higher probability
of error, are located in the hole just above the duct, and in the region where the field has a complex
structure, in the duct or just below it at long ranges. The exact location of sharp localized features
of the field is very sensitive to noise in the refractivity data, hence these regions of low confidence in
the predictions. Zones where the probability of a 6dB error is more than 50% are very limited in
extent, and the probability of a 6 dB error is less than 20% in the greater part of the frame, which
indicates fairly good quality of the predictions. Figure 17 shows histograms for the field at a height of
600m and ranges of 40, 60, 80 and 100km. The spread of the distributions is at most 16dB, which
is quite encouraging since these points lie in one of the more unstable regions. The distributions are
asymmetric, and vary considerably with range, showing the difficulty of trying to represent the field as a
classic random process. In particular, a lot of information would be lost if the field was only represented
by its mean and standard deviation. On each histogram, the ground truth value is indicated by a cross,
and the mean value by a circle. Clearly, the mean field is a biased estimator of the ground-truth field.
This again reflects the fact that sharp features of the field change their location in each statistical run,
and tend to get smoothed out when the mean is taken.

The second example uses artificial meteorological profiles from [3], which have been chosen to be
representative of situations where two types of ducts are present. Figure 18 shows the temperature and
humidity profiles, and Figure 19 shows the resulting N and M profiks. A vertical resolution of 20 m was
chosen, and a hundred noisy profiles were generated in the manner described above, using the VAISALA
RS80 system specifications. The 3 GHz antenna was placed at a height of loom. The ground-truth field
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is shown in Figure 20. The surface-based duct causes strong trapping, and the elevated duct causes
distortion of the higher part of the beam. Figure 21 shows the mean field. The finer structure inside the
surface duct has disappeared, and the location and extent of the lobes above the surface duct is slightly
different from ground truth, but the main features are preserved. Figure 22 shows a probability map
for an error threshold of 6 dB. Again, the probability of error is greater in areas where the structure is
more complex, in the duct and in the leakage area just above it. As in the first example, the probability
of a 6dB error is less than 20% except in quite limited areas. Figure 23 shows a probability map for
an error threshold of 3dB. Of course the situation is now much worse, with quite a large area where
the probability of a 3 dB error is more than 20%, but this threshold is perhaps unrealistic in view of
the other sources of error (lack of information on the horizontal refractivity structure, surface effects).

Although these two cases are fairly representative of strong ducting conditions, further numerical tests
should be conducted with other meteorological data sets in order to assess sensitivity to measurement
errors in a variety of situations.

4. CONCLUSIONS

The Parabolic Equation Method is sufficiently robust to cope with noisy refractivity input data.
in the microwave as well as the millimetre wave region of the spectrum, and the predictions are in good
agreement with measured RF signals. Because of random fluctuations in the measurements and in the
medium, the electromagnetic field cannot be described in a deterministic way. These stochastic effects
can now be quantified, in order to assess their impact on propagation forecasts. Statistical simulations
indicate that field-strength predictions are relatively insensitive to radiosonde errors. The main features
of the field are essentially unchanged by noise in the refractivity data, but the fine structure cannot
be predicted reliably. Whenever possible, the forecasts should be accompanied by a probability map
indicating levels of confidence in the predictions.

5. ACKNOWLEDGMENTS

This work has been supported in part by the Procurement Executive, Ministry of Defence. The
ADAS receiver used for the meteorological measurements has been loaned to RAL by the Air Force
Geophysical Laboratory (AFGL).We wish to thank our RCRU colleagues for their support, and in
particular C.J. Gibbins for his computer implementation of Liebe's model.

6. REFERENCES

[1] Nash, J. and Schmidlin, F.J., WMO international radiosonde comparison, Final Report, WMO
Instruments and Observing Methods, Report No 30, WMO/TD-No. 195 (1987).

[2] Baumgartner, G.B. , Hitney, H.V. and Pappert, R.A. , Duct propagation modelling for the
integrated-refractive-effects prediction system (IREPS), IEE Proc. F 130 (1983), 630-642.

[3] Gathman, S.G., Sensitivity of Refractive Index Profile Models to Relative Humidity Sensor Errors,
Naval Research Laboratory Memorandum Report 5758 (1986).

[4] Craig, K.H., Elec. Lett., 24 (1988), 1136-1139.

[5] Craig, K.H. and Levy, M.F., this publication (1989).

[6] COST 210 Management Committee, IEE Conf. Pub., 274 (1987), 351-354.

[7] Vilar, E. , Spillard, C., Rooryck, M., Juy, M., Barber, P.C. and Hall, M.P.M. , Elec. Lett., 24

(1988), 1205-1206.

[8] Rotheram, S. , Microwave duct propagation over the sea, IEE Conf. Pub. 219 (1983), 9-13.

[9] Liebe, H.J. , An updated model for millimeter wave propagation in moist air, Radio Science, 20
(1985), 1069-1089.

[10] Schmidlin, F.J., Can the standard radiosonde system meet special atmospheric research needs?,
Geophys. Res. Lett., 9 (1982), 1109-1112.

[11] Levy, M.F. and Craig, K.H., Case studies of transhorizon propagation: reliability of predictions
using radiosonde data, IEE Conf. Pub. 301 (1989).



25-6

Lannion
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Figure 13. Refractivity profiles, 31 January 1989, rninisonde data.
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FORWARD SCATTER PROPAGATION PATH LOSS TESTING
USING SURROGATE TERRAIN IN THE 100 to 1500 MHz REGION

by

Louis L.Tavlor
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145 Wyckoff Road
Eatontown, New Jersey 07724

USA

ABSTRACT

Numerous path loss calculation models have been developed for links
employing forward scatter propagation. Variances in propagation loss prediction
between these models and the loss experienced when a link is actually established
arise because of the manner in which the models represent the large variety of
absorbers and reflectors present in the actual terrain. A method to enrich a model
with actual measurements that produces a more accurate method of predicting
propagation loss is described. The method is based upon selecting a surrogate
section of terrain for the actual terrain over which a propagation loss determination
is desired, then measuring the forward scatter loss variation through this surrogate
terrain. The loss value is then used as a factor in the simplified mathematical
model used for the desired prediction.

Examples are given of the use of this technique to assist in the design and
implementation of a wide area VHF/UHF radio network serving a large fleet of
mobile units.

Through use of this method, one learns to judge when existing models may be
used and when measurements are indicated, how to estimate the effects of different
types of terrain and foliage upon propagation, and how these effects change in
different seasons of the year.
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INTRODUCTION:

Ever since Bulington presented his monumental work (1), those interested in

propagation have been refining the process of predicting the propagation loss of a

path that includes forward scatter phenomena. The works of Norton (2) and then

Rice, Longley et al. (3) were great steps in the process; their work was enhanced
by Hufford (4), Egli (5), and Okumura (6), to name a few. Computer models
based on the work of these, and other individuals are proliferating.

All of these models have the problem that estimates of terrain factors (such as
roughness, foliage, and scattering effects) must be reduced to numbers, by

judgemental factors, and plugged into the models. The results of the model, with
these judgemental factors included, are accepted as gospel.

Difficulty with such a procedure arises from the fact that the accuracy of the
predictions is dependent on the wisdom of the estimator and no tool has yet been
developed to determine accurately the effects of a grove of trees, a group of
buildings, or a series of low hills upon the propagation attenuation of a particular
path. Even if such a tool were available, it would be a time-varying device since
the received signal between two fixed sites communicating over a forward scatter
path produces a signal that has considerable variation in magnitude over any
significant period of time.

This paper provides you with some tools to augment rationale and simplify
the process of predicting the propagation loss of a forward scatter path.

LIMITATIONS:

There are propagation paths, and then there are propagation paths. They vary
in characteristics from simple line-of-sight paths, with no reflections (which are
experienced only in free-space); through paths that use ionospheric or tropospher':
reflection; to paths through the earth and paths that employ railroad tracks to guide
the electromagnetic energy. Many papers on the subject of propagation try to
cover several, or more, different types of propagation paths and a very broad
spectrum of frequencies. As a result, the engineer who specializes in fields that
normally do not include electromagnetic propagation, but who needs to learn
something about a particular mode of propagation is dissuaded from further
investigation by the complexity of the treatment of the subject.

This paper describes one particular mode of propagation. This is the
propagation phenomenon that is experienced in the frequency range from 100 to
1500 MHz between two sites on the earth's surface that are at a distance apart
which precludes the direct line-of-sight transmission illustrated in figure la, but

enables communication by means of forward scatter from reflecting (scattering)
objects located between the two sites. This mode of propagation is illustrated in
figure lb.

It will be assumed that the two sites have antenna heights anywhere from
shoulder height to 100 meters, but these limitations are not absolute. It is absolute
that the antennas be above ground but not located in aircraft.
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BACKGROUND:

Consider a propagation path between a transmitter and a receiver
composed of two free-space paths and a forward scatter path, as diagramed in
figures lb and 2. The three separate segments of the propagation path are
denoted as D1 , D2 , and D3 in figure 2. Distance D1 is measured from one
antenna to the point where the radiation of the antenna is tangent to the surface
of the earth. Distance D2 is the same for the other antenna, and D3 is the
distance between the two tangent points. The discussion in this paper holds
true when D3 is zero as illustrated in figure 3a, or even negative, as illustrated
in figure 3b, to the limit where it is so negative that 0.6 of the first Fresnel
zone clearance (0.6F) is achieved between the direct path between the two
antennas and the surface of the earth, as illustrated in figure la. When this
limit is exceeded, the propagation path loss is considered to be free-space loss,
and the value in dB is given by the formula:

Llos = 32.47 + 20Log 10(f x D), (la)

where f is frequency in MHz, and D is the total path length in kIn. If it is
desired to express the path length in statute miles, the expression becomes:

Llos = 36.6 + 20Logl 0 (f x D), (lb)

or using natural logarithms: Llos = 36.6 + 8.6859Ln(f x D),

If the heights of the two antennas are equal, or nearly so, over a smooth
earth the value 0.6F in the middle of the path can be obtained from the
formula:

0.6F = 164.3 SQR(D/f), (2a)

where D and f are the same as in (la) and the value of 0.6F is in meters. If it is
desired to use statute miles instead of kilometers, this becomes:

0.6F = 684 SQR(D/f). (2b)

For those who have not met Fresnel, the first Fresnel zone is an ellipsoid,
with the two antennas as foci. The surface of this ellipsoid is the loci of all
reflecting points where the energy propagated from one antenna to the other
via the reflecting point will be 180 degrees out of phase with the energy
propagated along the direct path between the antennas. The formula for this
ellipsoid is:

F = 547.8 SQR [(d1 x d2 )/(f x D)], (3a)

where d1 and d2 are the distances from each antenna to a point on the axis of
the ellipsoid, F is one-half of the diameter (i.e., radius) of the ellipsoid at that
point. The distance between the two antennas is D, i.e., D = d1 + d2. The
dimensions for D, d 1, and d2 are kilometers, f is MHz, and F is meters. If one
wishes to use feet and statute miles, the expression becomes:

F = 2280 SQR [(d1 x d2 )/(f x D)]. (3b)
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Formula (3) is general, but formula (2) is specific and can provide a quick
estimate of the type of propagation present (free-space or forward scatter) for a
smooth earth if the antenna heights at the two ends of the path are similar. If
the antenna heights are very dissimilar, the value of 0.6F should be calculated
through use of formula (3a) or (3b). Also, if smooth earth conditions do not
exist, visual sighting or map methods must be employed to determine if free-
space conditions prevail. The point is that a distance of 0.6F must exist
between the direct line of sight between the two antennas and the closest
approach of this line to the earth's surface for the propagation to be considered
as free-space.

For all of these propagation path calculations, the surface of the earth is
considered to be 4/3 of the actual earth radius of 5,333 statute miles, or
8,583 km to compensate for the average bending effect of the atmosphere on
electromagnetic radiation.

MODELS

Bullington's empirical nomographs were extremely useful before the
advent of computers, and they can still be used today by someone who does
not have ready access to a computer and the appropriate programs. Reference
1 is available in many technical libraries, but the nomographs have been
reproduced in many current publications (references 7 and 8 are two
examples). Many computer models are available, most of which are based
upon the pioneering work of Norton, Bullington, Longley, Rice, and Egli.
Most of these computer models require one to input, in addition to the known
variables, values that represent terrain roughness and foliage; some even
require an estimate of other reflecting objects such as buildirg . ,dobjects to
either side of the propagation path between the two end. of the propagation
link. This information must be estimated from topographic maps,
photographs, and/or personal knowledge.

For those of you who do not have read), access to Bullington's
nomographs nor a computer model, but who do have an IBM-compatible
computer, you might be able to make use of the simple model on the diskette
that was prepared in conjunction with this paper. Copies are available here at
the podium after this series of papers, or can be made from the formulas
presented in this paper, or I will send copies to you if you will send me a self-
addressed, stamped diskette mailer with a diskette in it formatted on your
machine.

This model is based upon Bullington's nomographs in the region from 30
to 1500 MHz. It was derived by converting Bullington's nomographs to a set
of two dimensional curves then generating a simple set of equations to fit the
curves. In spite of the title of this paper, the following equations track
Bullington's nomographs to within a couple of dB well below 100 MHz, down
to about 30 MHz. They were extended to this frequency to nrovide coverage
for the lower VHF frequencies.

L1 = X/(dl)2 + Y*(dl) 2 + 18.25 (4)

X = -1511212/(f 2 + 70669/(f) - 26.65 and
Y = 3.33E.-10*(f)2 + 1.46E-06*(f) + 5.58E-05
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L2 = -G/(d2)2 + H/d2  (5)

G = -15.69*[Ln(f)] 2 + 239.7*Ln(f) - 913.8
H = -47.21*Ln(f) + 375.3

L3 = M*(d3 )2 + N*d 3 + 0 (6)

M -. 00171*[Ln(f)]3 + .0272*[Ln(f)]2 -. 1379*Ln(f) + .2226

N =.1 173*[Ln(f)]3 - 1.7507*[Ln(f)]2 + 8.6412*Ln(f) - 13.4204

* =-.3949175*[Ln(f)]3+6.348961*[Ln(f)]2-32.71855*Ln(f)+53.1799,

where dl, d2, and d3 are the path segments illustrated in figure 2 expressed in
miles (kr x 1.61), and L1 , L2 , and L3 are the propagation losses, in dB, over
each of these segments. An approximation for the values for d1 and d2 can be
obtained from the heights of the respective antennas and the expression:

d = SQR (2 x h), (7)

where h is the effective antenna height (9) in feet (meters x 3.28).

The total propagation loss for a path is:

LT=LI +L 2 +L 3 +Llos. (8)

When the model on the diskette is used, it will provide calculated values
of d1 and d2 based on a smooth earth and will ask for the user's concurrence.
If terrain conditions indicate a different path length the revised figure may be
entered into the model. The model will then provide a calculated value of L3,
i.e., loss in the forward scatter region. Here is where judgement and
experience are useful. The presence of trees, buildings, and rough terrain will
produce a greater L3 than the calculated value. One who has gained
experience in this area can enter an increased value of L3 to include the effect
of trees and terrain.

If surrogate terrain has been used to measure the total path loss for
comparison with the value for the same path provided by a model (as
described in the following section) increase the value of L3 by the amount that
the measured value exceeded the value of LT provided by the model.
Otherwise, re-enter the value provided by the model to obtain the preliminary
estimate of total loss.

SURROGATE TERRAIN:

Figure 4 is a plan view showing the line-of-sight coverage of two
antennas of dissimilar heights, and the forward scatter area between them. A
little rationale and visualization will lead one to realize that absorbing objects
(e.g., foliage) in the forward scatter area will increase L3. It has been found
that foliage effects at 30 MHz are minimal, at 450 MHz they become
appreciable, and at 1500 MHz they are practically prohibitive. Further
rationalization will lead to the awareness that reflecting objects in the forward
scatter area, even to one side of the direct line between the two antennas, will
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The key to the use of surrogate terrain for path prediction is to measure
the propagation loss over a path that has a forward scatter area similar in
characteristics (type and amount of foliage, terrain type, and forward scatter
path length) to the path in question. Then, calculate the loss over the surrogate
path with a Bullington nomograph, the Longley-Rice Model, the model on the
diskette discussed above, etc. The difference between the total loss obtained
from calculations and the measured value of the loss is the error in the model.
Then, using the same model, calculate the loss for the path in question and add
the correction value obtained over the surrogate path to L3 in the model to fine
tune the calculations for the particular path in question.

Incidentally, another excellent model that is just becoming available is
the Terrain-Integrated Rough-Earth Model, otherwise known as the TIREM
model (10) which is available from the National Technical Information
Service. If you desire to use this model be certain that you obtain Change 4 as
previous editions of the reference do not contain the TIREM model.

Several precautions, learned from experience, are warranted here:

1. Trees and other foliage in the vicinity of either antenna add
additional attenuation if the antenna is not above the trees. This
attenuation at 150 MHz for a thin stand of hardwood will be
around 3 dB, for heavy pine trees 5 dB, and heavy swamp
vegetation will increase the value to about 7 dB. At 450 MHz
these values increase to 6, 10, and 25. They are still higher at 1500
MHz and minimal at 30 MHz.

2. Greater accuracy from most models, including the one on the
diskette, will be obtained if the antenna height is measured from
the average height of the heavier vegetation. In the absence of
vegetation, antenna height should be measured from average
terrain height (9).

3. Foliage in the forward scatter area decreases the scattering and
increases L3 . The amount of this effect is the subject of ceaseless
argument among propagation experts and is best handled by actual
measurements, such as the surrogate terrain method discussed
herein.

4. Smooth terrain undulations in the forward scatter region provide
less scattering (greater L3) than sharp, jagged undulations.

5. A good indication of the magnitude of forward scattering is
indicated by signal variations over a few wavelengths of change of
path length. The greater the variation, the greater the forward
scatter gain is a general rule.

FIELD STRENGTH MEASUREMENTS

The role of field strength testing has been much maligned, but extremely
useful information can be gained from field strength testing, especially when it
is combined with map study, visual investigation, and aerial or satellite
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photographs. The advent of high-resolution satellite photographs coupled with
the highly accurate topographic maps available today enables one to select
surrogate terrain for testing that represents the actual terrain with confidence
(11). The following precautions are offered to assist in avoiding the pitfalls
often encountered in field strength measurements:

1. Mount the test antenna in a manner that enables true omni
directional coverage, or use a directional antenna with known gain,
and mount it so the design gain is unimpaired.

2. Calibrate, calibrate, calibrate! Calibrate all test equipment before
and after the testing, and if possible, several times during the
testing.

3. At the beginning of a test, vary range over a significant distance
and see if the change in loss due to change in range is similar to
the change in loss predicted by the model for the same change in
range. If not, ducting or skip due to atmospheric inversion (or
ionospheric anomalies) is present, and the testing must be delayed
until the abnormal conditions vanish and only forward scatter is
present. A balloon sonde or drop sonde used to measure the
vertical gradient (M profile) is an excellent tool to detect
atmospheric anomalies, but such a luxury is not often available at
the time of the testing.

4. Measurement data should be collected while moving the receiver,
or transmitter, through at least 100 wavelengths change in range.
Movement must be slow enough so the recording device can track
maximum and minimum signals. The greater the variation the
smaller the number of predominant scattering objects affecting the
path. The value of received signal strength used to determine path
loss should be the a,'erage of the varying signal.

5. Frequency difference between the surrogate path and the actual

path should not exceed ten or fifteen percent.

APPLICATION:

Figure 5 shows the tower locations and heights for a statewide VHF/UHF
communication system serving all law enforcement and state government
vehicles in one state of the United States. The tower locations were somewhat
constrained by the availability of property owned by the State and available for
use as a tower site. Transmitter power output and antenna gains were based on
commercially available equipment. Base station transmitter power output was
chosen to be 3 dB higher than mobile transmitter power output, and base
station receiver sensitivity was 3 dB better than mobile recei,,er sensitivity;
therefore, the system talk-out range was equivalent to system talk-back range.
The selection of tower heights at each location were chosen to provide a 90
percent coverage, i.e, a usable signal strength would be received by a mobile
unit at 90 percent of the locations in the state 90 percent of the time.

The Bullington smooth earth model was used to calculate the necessary
tower height for each site by calculating twelve radials from each tower site,
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plus additional radials where foliage or terrain indicated potential problem
areas. The forward scatter loss in the model was increased for terrain variance
from smooth earth by use of contour maps and the for foliage by use of
satellite photographs. The satellite photographs were used, also, to estimate
the additional loss that would be incurred by mobiles operating in forested
areas. The satellite photographs made it an easy matter to differentiate
between the type and density of the foliage which varied from moss-covered
swamp evergreens in the southern part of the state to sparse hardwood stands
in the northern part of the state. A composite infra-red satellite photograph of
the entire state is shown in figure 6. High resolution satellite photographs of
smaller areas are now available from several sources. One, for example, is the
Spot Image Corporation at 1897 Preston White Drive, Reston, Virginia, USA.

Existing transmitters in the state operating in the VHF and UHF regions
were used as surrogate emitters to obtain improved forward scatter terrain and
foliage constants. Radial propagation path measurements from fourteen such
transmitters enabled the creation of a library of forward scatter constants for
the entire state. Figure 7 shows part of a sample recording run with received
signal strength on the ordinate and range from the transmitter on the abscissa.
Note the fine structure and the coarse structure in the plot. The fine structure
shows peaks at one-wavelength intervals and the coarse structure is dependent
upon scattering objects and height of the test unit. The one predominant
coarse structure peak is the result of traversing a railroad overpass which
increased the height of the mobile unit significantly. Annotations on the plot
are calibrating notations made by the operator.

Figure 8 compares the Bullington smooth earth model, expressed in
equations (4) through (8), with and without compensation for trees and terrain,
with measured values over a 30-mile radial at 150 MHz. Note that when close
to the transmitter the high angle of incidence negates the effects of foliage and
terrain, but at about 5-miles range the measured value follows the model very
closely. As one might expect, at extreme ranges the propagation loss is
extremely sensitive to local ground elevation, as indicated by the measured
values in the dip and on a little rise at about 30-miles range.

As a result of using the available VHF and UHF transmitters in the state
to make surrogate measurements it was not necessary to employ any test
equipment other than the instrumented mobile unit to make field strength tests
and enrich the model. The result was a system that met the coverage
requirements without incurring extra costs due to expensive testing nor
excessive tower heights to assure the desired coverage.

CONCLUSION

Propagation models are a luxury, but often cannot be used due to
computer system unavailability, or due to the ability to obtain the proper
inputs for the model. Path loss testing over a path similar to the terrain of
interest can produce forward scatter loss information that can be utilized,
through the use of a crude model, to obtain an error between the model's
prediction and the actual path loss. This magnitude of error can then be used
in the same model with the constants for the desired path to determine more



26-9

accurately the loss over the desired path, i.e., formula (8) can be restated and
used to calculate the total propagation path loss for the terrain of interest as:

LT = L 1 + L2 + L3 + Lios + Le, (8a)

where Le is the difference between LT measured over the surrogate terrain and
LT calculated by the model for the same path over the surrogate terrain.
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AMELIORATION DE LA QUALITE D-UNE LIAISON RADIOMOBILE
A ETALEMENT DE SPECTRE

A. DANIEL
G. EL ZEIN, M. SALEHUDIN, J. CITERNE

Laboratoire Composants et Syst~mes paour T~iliommunlcations
UA au CNRS N 834, INSA 35043 RENNES Cidex (France)

RESUME (Nu)

Cette communication conceme l'.Stude expdrnmentale d'un dispositif permettant d'amiliorer ]a qualitA drune liaison mnmdrique
radiomnobile k italement de spectre It raide de la diversiti en pnid6tection par combisaison I gain maximal de multitrajets.

Loriginaliti du systame prisenti darn caste communication r&ide dana ]a r6alisation d'un filtcc transversal coniu I partii d'une
ligne It retard multiprises It ondes acoustiques de surface (SAW) et adapt I la r~ponse unpulsionnelle du canal. obtenue par un
convoluteur (SAW). L'adaptation du rdcepteur aux param~sres du canal de transmission est rialisde avec des coefficients de
ponderasion inatantan~s. Les multitrajets sent ensuite combitais afin d'dliminer au esleux. lea 6vanouissements sllectifs intervanant sur
une liaison radionsobile.

l.jINTRODUCION (NU)

Lea nouveaux systbmea num~riques desticuls aux communications radiomobiles civiles ou militaires sont appelde I fonctionner
dans des environnements de plus en plus hostiles comme peut Mate. par exeanple. un site urbanis6.

Les coupures intervenant lors d'une transmission hertzicnne sont dues essentiellemeas ax ph~nomibaes de trajets Multiples
prdsents dana un site urbain oti l'existence du signal direct entre l'6netteur et le ricepteur n'est pas, en g~ndral. assurde. La
propagation des unties est caractdrise par us phdnombne de diffraction complexe sur des obstacles mobiles ou non ainsi que par des
variations rapides et aldatoires, de l'amplitude et de ]a phase des signaux regus. Ces plulombnes de propagation se traduisent par des
6vanouissements stlectifs du signal requ. en frdquence et en espace. et par un taux derreur binaire accru par des interffrences
intersyinboles.

Diffirents travaus publics dana Ia littsrature ons demontni que. malgr6 tous ces inconvdnienss il est possible de tirer profit de Is
pnisence des multitrsjcts grice I a discrinmination temporelle et fniquentielle due aus large spectre die fc~quence produit par l'titalemcnt.

L~talement de spectre par codage direct peranet de discriminer les diffdrents trajets tie la propagation en fonction du temps.
L'Oalement par saut da frquence. quant a lui. constitue une technique pour luster contre Ia silectivit6 du canal die transmission. Ces
deux principes riduisent nosanunens l'effet des interfs~rences intersymboles instervenant sur des liaisons en site urbais.

Plusieurs tudes anstrieures ont poru! sur Ie concept die diversiti par sdlection ou par combinaison qu'oftre l'dtalement tie spectre.
Ainsi. PRICE et &1 [1) et TURIN [21 out exposA le Principe de diversiti de multitrajets en considdrant l'adaptation du rticepteur Is
rtiponse impulsionnelle du canal de transmission A l'aide d'un filtre transversal avec des sorties ponderties et combinics. Par analogic,
COOPER et al [3] ont titudid Ia diversitd de fr~quence avec une dimodulation diffdirentielle sur chacune des branches afin titiviter Irs
problines d'autoadaptativiti de Ia phase.

Cet article pr~sente Ittude et Ia rtiatlisation dfun syst~me h diversiti tie multitrajets en prdtection dont le Principe est de dissocier
charun des signaus rejus grice aux proprultks de *46talement de spectre. Loriginaliti du systime proposi rdside dana Ia nialisation
d'un filtre transversal conqu hparsir drune ligne Iretard multiprises h ondes acoustiques de surface (SAW) et atiaptd A Is rtiponse
impulsionnelle du canal, obtesue par un convoluteur (SAW).

2. PRESENTATION DE LA LIAISON SANS DI VI1SITF (Nu)

La liaison numirique It ttalement de spectre esistante est unilatirale entre une base titimission fixe et un rticepteur mtobile; sa
structure eat montre It Ia figure I.

A I'dnission. Ititalement de spectre ess rdalist par us codage direct qui cnnsiste I additionner modulo 2 l'information hinaire cod&r
pr transition. I une sdqluerice pseudo-aliatoire ayant un debit nuandrique beaucoup plus important que celui du message A transmettre.
Puis. Ie signal subit une modulation de phase I deux iats (MDP 2) 1 Ia fr~iuence intermtidiaire (Fl) avant d'Ue transpost k Ia

fnfquenca drhniasion (RF). amplifid et imis A partir dune antenne omidirectionnelle.

Au niveau du rdcepteur mobile. Ie signal large bande eat transpoad en Fl puia attaque un filtre adapt6 k ondes acoustiques de
surface qui permes d'obtenir tics pica drautocorrdlation reprtsenatifa de I& rdponse impulsionnelle dia canal et qui aistorise sinsi Ia
discrimination ties diffirentes odes reques par Ie rdcepseur. Une demodulation penises ensuite de rdct.ptier le signal en bande de base.

Livaluation des performances du sysstne a &d effectude en prdsenca de difdentes perturbations pouvant affecter Ia liaison rdrllc
(bnuit blanc. brouilleurs. trajet multiples..) et montre an bon accord avec, Ia thdorie [4).

Lea masxrea de propagation h large banide out pertnis de determiner Is rdponae impulsionnelle inatantande du canal de transmission
at ont mis en dvidenca lea phinona~nes de trajata multiples. Un traitemest atatistique des donn&es recueillies lora de campagnes de

saxre Ic l site rdel a conduit b I& moddiaation do canal urbuin [5).

li eat I noter qua I& synchronisation du sysame a'effectue g&&dalanent sur le premier trajet. Tequ avec une puissance suffisante.
En ens d'dvanouissesnent profond. le rdceptetsr perd I& synchrosaisation pendant us temps corespondant I Ia recherche et Ia ddtection
Jrun autra trajt. Pour latter contra lea effeta nifestes de cal dvanouissements, des techniques de diversitt de muLitrajeta par adlection
ott per combinaion peuvans gtra employ~es.
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3. DI VIRSITI. PAR COMBINAISON DES MIILTITRA-SETS (Ntl)

3.1. Description gintrale du systbme

A l'imission. Is sdquence pseudo-alialoire rialisant l'dtalement de spectre at ine longucur maximale de 127 bits, tin &-bit do 10
Mbils/s et ear ddcrite par le polyolme gdnrateur (x7+ X3 

+ it
2 +i x + 1). Pour assurer le synchronisme do dekbit nwn~rique du code et

celui do l'infoomation binaire (39.4 Kbiis/s). ihorloge servanst I olaborer le message numioique est rialis&5 I partir de Ia detection. tine
fois stir deux. diu mot de 7 bits I "I "prdsent darns chaque s~qucece dritalement. La modulation I deux dtats de phase est effectu~e I la
fr6quence intonedi~aire de 70 MHz pis l*6mission so feit It Ia radio fr~quence de 9 10 MHL17

A Is r6ceplion. le dispositif I diveraiti de multitrajets en prdtection eat conqu autour de dcux filres. figure 2. Le Premier.
focuotint I Ia ft~queoce R1= 70 MHz. est tin filtre k ondes acoustiquca, de surface adape ati signal Esnis et qui rialise tine opdretion
de convolution entre le signal requ et le code d'Ataleaoemt de longuetir 127 bits.

La second est tin ltre adapA au signal de sortie du convoluteur. Coal tin fire transversal conqti I partir d'une ligne A retard

ulprise & on des austiqes d suraceldoamlies if reta srtis T)srnt tI pondi nlmr el inaan de s lste s daton du~
ransvcersl ci arambtn re s unl detmion id'e fcctuperd Isi otie ducobnaione et gan maimd smulti ajets. C por ecddA a
trnour es Ein e rr io le sivanusemnt s'amlue s. L dpmodultionnel dI freelle e pditetio sirc cn e risd

fLes tranralx cci planiri et paridulisesotdI lgne i retard &tafeidchrr(CCD) eot penet insi esupiencrci dapae adatisor

reconstitue Ia polarit6 des bits dc l'information numdriqtie iransmise. Tout se passe alors comm, ti le r~cepteur ne recevait qutine
tetile nde ne subissant pas d'6vanouissement.

3.2. Filtra adapti

A I& r~ception. le signal en RF = 910 MHz, code & large bande (10 MHz), eat captE par tine anteone ominidirectionnelle plac~e stir
Ie tou du v6bicule mobile. Un entplificateur faible bruit et tin filtre pasie-bande pr~cbdent Ia transposition It Ia frquence intersn~diaire
de 70 MHz. Ensuite le fibtre adaptE ost mis en euvre. Celtii-ci eat rialisE I partir d'un convolutetir I ndes acoustiqucs de surface
adaptE I Ia s~luence Emise. 11 determine: ainsi Is rdponse impolsionnelle du canal qui se pr~sente sous Ia forme d'un train de pica: do
corrdlation. chacun Rant repr~sentatif d'uo u ajet requ. figure 3. La largeur de bande du sysilnie perbnet une discrimination tmiporelle
des irajets de 100 ns et Ia fenil 1"o ervation obtenue eat de 12.7 ps. Plusieurs campagnes de mesures dens un site urbain ct
notarmn darn Ia ville do Rennes. nt confinoid que Ie retard maximal subi par les riflexins multiples depassast rarement cette valour
[4]. fl eat i noter quc Ie convolstc- conserve Ia modulation do phase.

3.3. Filtre transversal

Pour tirer pr Ait des irajets multiples, il faut quo le riltre transversal suit adapi A une estimation de l'amplitudc de Ia r~ponse
impulsionoelic du canal. Chaque profil do retard doit lire cnrrld avec cette r~ponse impulsionnelle qtii eat linsage dti signal par
rapport &t so miroir perpendiculaire i lexe des temps.

D apr~s [6]. tin fIlre est adaptE It un signal s(t) si sa rdponse impulsionnelle Ott de Ia forme: h(*t) = or . s(A -

cii t et A soot des constanies arbitraires.

Dens; otre iudc exp~rimentale. le filtre transversal ott compost dtine ligne I retard mtiltiprise k ndes acotiques do surface
doni lea diftentes sorties soot pood~rtes avec des coefficients r~els Elabor~s it partir de tensions proportionnelles sox amplitudes des
signaux re~us et d'un combineur Iin~aire qui effectue tine summation des diffirenis signaux ponderds ayant, auparavani. stibi une
demodulation diff~centielle.

Pour tiliser ati mietis Ia diversitE de multitrajets il faudrait que Is ligne It retard alt un grand nombre de sorties espacdes dun pas
igall k M/l = 100 vs. Rc diant Ia largeur de bande du signal Entis. Mais. pour des raisons do cofit et de disponibilitE. Ia ligne I retard
multiprise. conque pour le simtilaieur do canal radiomobile large bande [7]. est utilis~e darn I'olaboration du systinse & diversitE do
multitrajets proposd.

Compte tooti des ceracidristiques techniques do Ia ligne, ooze retards olk do Ia propagation nt 6tE choisis:
0 - 0,3 - 0,6 - 0,9 - 1,2 - 1,7 - 1.9 -21 - 2.3 - 2,5 - 2,7 pt. Cheque profil do retard oblenu avec Ie filire adapi I ndes acotistiques
do surface, dure 12,7 p;s- ce qui correspond I Ia durke do Ia s~quence pseudo-al6atoire. Mais, dapr~s lea valeuri des retards choisis.
seutle mine fenitre de 2,7 ps seta exploit~e. En so basani stir Ie rdsultau; do Ia caractrisation des canaux radiomnobiles [8], cetie valeur
eat jugde suffitante. Le Principe do fonctionnosoest du filtre transversal eat montrE It Ia figure 4. La ponderation eat obtenue en
modulani le signal do rang k en sortie doe ligne par son amplitude estisnee ak et seffectue en imie tenmps sur touites lea sorties do Is
ligne I retard, pendant tine durde do 100 mus environ.

3.4. Slgnatur de pondiraion

Ldlaboration des coefficients instantands do ponderemion eel obienue par tine detection denvoloppe eppliqude I Ia sortie du filtre
adapi. Les diffirents pica do corrilation soot slos demultiplexfs. La nombre et l'espacemeni teanporel des sorties do demultiplexeur
soot impost par lea retards do Ia ligate it ndes acoustiques do surface. Un Ecltantillonneur bloqueur situdE stir chacune des I11 sorties
do deanultiplexaur a pour effet do transformer le pic do corrilation en mane tension continue poportionnelle it lemplitude do or domnier.
Las signaus do comosande soni rialiado aver: do Ia logique combinatoire. La schima fonctionnell do rilaboration des coefficients do
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ponderation est donn6 & I& figure 5.

La concordance dans It temps des profils en sortie de In ligne It retard at de tous les signaux de pondiftation eat impftative pour
assurer une parfaite adaptation du fihtre transversal. dot, I& ni.essiti d'une rdfdrence stable dana It tempa correspondant. en gin6ral.
au trajet direct.

Darts Idi6ude th6orique mende par TURIN (21, cheque profi1 de retard at t firenck au tempt to = 0, done au trajt direct requ.
Mais. lors dune liaison rdelle en site urbain. lexistence du signal direct entre Idmnetteur at It rdcepteur mobile nest pat, en gdniial.
assur6. Par contre, dana tat environnemont suburbain. ]a probltme et moindre car lexistenice de londe directe au niveau du rkcepteur
est quasi permaneztte.

Est pracique. dants It cas ot, lounde directe n'est pat prisente. ii faudraic estintert &citaque instant la distance entre 1dtnetteur et It

rcepteu mobile artn destimer ]a tempt absoln de propagation de l'onde. Pour paller I cc probl~me. Ia rdfdrence de tempt sers
obtonue. par Ia d~tection du premier signal requ qui decermiate sinsi ]e d~but de chaque pirofil de retard; coest It dire que Ie

tonictionnemont du dispositif teffectue en temps relatif et non pat en temps riel. Donic, lea trajets, pris en compte pour Ia diversitd
s'&alenc sur une durde do 2.7 gs It partir du prcmier trajet ditecti.

3.5. DimodulatIon dlrrdrentlelle

Les diffdrents pies de corr~lation. ponderis en sortie de ]a ligne k retard It ondes do surface. vont subir uno d~nodulation
ditffrentielle sfin do stafranchim des probl~mes de phase aldatoire intervenant lors do In transmiso du mesg rvest a
radjomnobile. Lz Principe eat do modulor en amplitude ehaque Pie do owilatiort. contenant Is porteuse en Fl modu% een phase. avec lui-
mimne malt retard6 d'un tempa correspondant I une pftiode Tm do linfonnation binaire.

La d~modulation ett rdalisdo avec un dispositif It transferc do charges CCD dent Ie retardr esOt imposE par 1e nombre des registres h
ddcalage ell]a fr~muence do transfort des charges 6lctriques. Sa valeur est dongsde par In relation suivance:

no dr d'tag du registre
t :rqeed transfcrt

Le dibit de l'information binaire a ktE fixd k: R. = 39.4 KHz, d'os Tm = 25.4 2 ( . L. Tc = 2 . 12,7 Ait).
L Etant Ia longueur du code dtalcment at T0 son dibit.

Cello valour a &td choisie d'une part pour assurer ]e tynchronisme du debit numdrique du code ct colui do l'informsation binaire et
drautre part d'aprh s ecaractiristiquos techniques do Ia ligne It retard It transfert do charges.

La Principe do Is demodulation diffdrentiolle est montrd It Ia figure 6. Celte demodulation s'effeetue It Ia frdquence de 70 M~cz
mait. pour respecter lot conditions de fonictionnement do Ia ligne 1i trawtfert do charges. Iopdration de retard est rialisde It 10 MHz.
Un ftltrago passe-bat permet d'61iminer Ia composante & Ia frdquence double: g~n~rie par It m~lango. L~dtude espdrimentale a monti
quo La polaritd des pica do corlation I Is sortte du ddmodulateur. eat bien n~gstive pour des bite transmit do niveau logique 1I et
positive pour des "0", figure 7.

11 eat It noter quo let diff~rentes frdquonces intorvenant dans, Ic syst~me sont g~n~rics A partir d'uno m~me source stable if
d'assurer une bonne coh~rence estre elles.

3.6. Rdginkration do l'lnformation

Lantplitude des pica do corlation ddmodulds at combinas ott comparie A deux seuils. La sortie d'un tel dispositf est 1 "0" ri
l'amplilude ett au dossut d'une tension positive et Egale A "I" si de at en deasous d'une tension nigative. Ensuite. pour litniter los
erours sur Ia d~cision prise, one op~ration d'6chantillonnage deit itre effectu6 selon Ie rytltte i/Tm, rdg~n~r6 localentent.

Ceto commutnication a prdsontd f Etude et la rdalisation dfun sytame I diversitd do moltitrajet en prdeteetion dont Ic prmneipe est
do disoce chcndasgaux requs grace aux propriidcds de litalement de spectre et deffectuer une idmodulation diff&renioeso
eharun deux attn do safiranehir det variations alialoires do ]a phase intervenasat lots do Ia transmission.

L'originalild du systlime proposE rdside dana Ia rdalisation d'un iltre transversal conqu k partir d'une ligne A retard multiprises
ondes acoustiques do surface (SAW) 01 adaptd I Ia rdponse impultionnelle du canal. obtenue par un convoluteur (SATW) LI
coefficients do ponderation du iltre transversal variant en tempt riel afin d'obtetur l'adaptation du r~cepteur atix paransitres du canal
do transmission et ale combiner lt multitajets pour 6liminer au miens lea 6vanouissements sdlectifs.
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Fiaure 3: Profit de retard obtenu A la sortie du filtre adapti
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Figure 4: Fonctionnemnent du fltre transversal
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Profil de retard
(sorde de Is ditecdioa dleoveloPpe)

Figure 5: Elaboration des signaux de pondiration
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DISCUSSION

C. GOUTELARD, FR
English Translation

There is no doubt that your studies are of great interest. In your presentation you
use a transverse filter which uses non-uniform distribution multiconnectors, with
temporal gaps up to 0.5 microseconds, whereas you specified that they should be 0.1
microseconds. Furthermore, the smallest gaps are at the beginning of the line. It
seems to me that this makes your system clearly sub-optimal. Can you explain your
choice?

AUTHOR'S REPLY
English Translation

Part of the design process for a wideband mobile radio channel simulator included a
surface acoustic wave multiconnector delay line, specially designed to reproduce the
different propagation delays encountered in an urban environment. The amount and value
of the outputs being limited by the component technology, delays were selected between
0 and 6.5 microseconds with unequal steps, in order to comply with Poisson's law of
distribution. The 15 values were as follows: 0 - 0.2 - 0.4 - 0.6 - 0.8 - 1 - 1.5 -
1.8 - 2.1 - 2.7 - 3.5 - 4.5 - 5.5 - 6.5 microseconds.

For reasons of cost and availability, this delay line was used for the design of the
transverse filter employed in the multipath diversity system. As was stated in the
article, in order to derive maximum benefit from multipaths, the filter must be
designed for estimation of the channel's pulse response amplitude. Each delay profile
must be correlated with this response, which is the signal image in a mirror
perpendicular to the time axis.

According to this theory, delay line outputs are considered from right to left. The
last 4 delays being spaced 1 microsecond apart, and diversity achieved on the 11
multipaths whose delays are between 0 and 2.7 microseconds. The values considered are
therefore as follows: 0 - 0.3 -0.6 - 0.9 - 1.2 - 1.7 - 1.9 - 2.1 - 2.5 - 2.7
microseconds.

Clearly the system so designed is sub-optimal, as it does not take into account all
the propagation paths, but it is nevertheless more efficient than a receiver without
diversity.
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SUMMARY

HF backscatter sounders offer the perspective of real-time sensing of ionospheric radio propagation
conditions in an extended area. However, to this date, difficulties are experienced with the interpretation of
sounding data, which places a severe limit on the operational use of these sounders. The French National
Telecommunications Research Centre is constructing a sounder of original design. We evaluate the new
possibilities for data interpretation offered by this system and discuss possible operational implications.

1. INTRODUCTION

HF sky-wave backscatter sounding is a technique which has been used in the past for purposes such as sea-
state sensing, ionospheric research and HF over-the-horizon radar (see Anderson & Lees (1) for a review).

Backscatter sounders are in effect radars which use the large scale stratifications of the ionospheric plasma as
refracting elements and an extended area of the ground as the target (scatterer).

These systems can be used across the HF band to make a number of measurements on the backscattered
echoes (propagation time, signal level, Doppler spectrum). Backscatter sounders offer the possibility of real-time
sensing of ionospheric radio propagation conditions in an extended area (a circle of several thousand kilometers
radius) around the sounder site. Thus potentially they represent powerful decision aids for the operational
exploitation of systems using HF propagation over long distances. This potential could be realised by using
soundings to map ionospheric parameters (and their horizontal variations) in real time, enabling the user to
predict propagation conditions for any link within the area, using ray-tracing algorithms.

However operational systems require regular and accurate data ; existing methods for interpreting backscatter
sounding data give results which are irregular in accuracy (over time) and usually coarse for parameters such as
gradients. This severely restricts operational use.

2. THE INVERSION PROBLEM

The interpretation of backscatter sounding data generally makes use of step-frequency backscatter ionograms.
These ionograms are defined as the representation of backscattered echo signal level on a frequency/time delay
graph.

To derive an electron density profile over the propagation path from an ionogram is known as'backscatter
ionogram inversion.

The part of the ionogram that is often (but not always) used for this purpose is the so-called leading edge
(minimum time delay) curve where a focusing of energy occurs.

The direct problem involves calculating a synthetised leading edge curve using a ray-tracing algorithm and a
prescribed ionospheric model. The inverse problem implies determining an electron density profile from an
experimental leading edge. An ionospheric model must first be adopted. A realistic large scale model of the
ionosphere would require the heights, thicknesses and critical frequencies of ;he conventional ionospheric layers
as well as the horizontal variations (gradients) of these parameters. Possible models are described in Millman et al.
(2) and Dyson & Bennett (3).

Because the data (leading edge curve) is not abundant, if the inverse problem is to be reasonably well posed,
i.e. giving an unambiguous reconstruction of the ionospheric profile, only a few (most important) parameters can
be determined. The remainder must be given a priori values (thus simplifying the model). Generally the aim is to
determine the critical frequency and height of the F2 layer at least (because refraction of HF waves mostly takes
place in this layer). These parameters are determined at points over the propagation path from successive
frequency intervals of the leading edge, because indications of horizontal gradients are particularly valuable.
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Since the equations governing the profile to leading-edge transformation are non-linear, the best inversion
approach is iterative, with a scheme to adjust the profile parameters so as to minimise the misfit between
experimental and synthetised leading edge (for a given frequency interval).

Rao (4) proposes a 3 parameter model, Du Broff et al. (5) a 6 parameter model.

As is common with multiparameter nonlinear inverse problems (Kennett et al. (6)) leading edge inversion
as described above is an ill-conditioned problem (in the sense that it is difficult to separate the effect of the various
parameters upon the data) ; ill-conditioned problems react very badly to noisy data. Secondary ionospheric
parameters (which must be given a priori values in the model) often cannot be predicted accurately from a
distance (Hunsucker (7)) because they exhibit considerable spatial variation. Some of these parameters (interlayer
"valley" for example) have an effect upon the leading edge, which introduces a form of noise in the problem.

This makes the reliability of the inversion process highly irregular, depending upon the ionospheric state, as
is shown by Bertel et aL (8). Hatfield (9) reports reliable success in mapping foF2 from backscatter data by reducing
the number of model parameters to one, thus simplifying the problem sufficiently for it to be well conditioned.

While foF2 is the single most important ionospheric parameter, this would be insufficient for accurate
propagation prediction.

Thus it appears that for conventional inversion methods, reliability of inversion cannot be attained unless
the model is simplified to the point where it is too coarse for operational use. Since operational systems demand
reliable data this severely restricts the use of backscatter sounders as aids for operational systems at this time.

3. IMPROVING INVERSION METHODS

To improve this situation, two methods are presented (which may be used in combination). This aim is to
input previously unused information as a regularisation term in the inverse transformation to constrain it. This
leads to a better conditioned inverse problem (increased resistance to noisy data, for an increased number of
model parameters) thus to an inversion process which is more reliable from the operational point of view.

3.1 Doppler

Backscattered echoes involving refraction off ionospheric layers often are affected by a Doppler shift (of the
order of 0.1 Hz) due to ionospheric motions. As shown in (I) this can be used to discriminate between echoes
involving different layers by plotting them on a time delay-Doppler map at a given frequency. If time delay-
Doppler maps taken at well chosen frequencies are used in addition to the usual step-frequency backscatter
ionogram, it will be possible in some cases to avoid multimode contamination in leading edge analysis by
separating leading edges traces corresponding to each layer (they are indistinguishable on the ionogram). Then
each trace may be treated independently and assigned its own parameters, allowing the use of a more complex
ionospheric model.

This will be possible only when interlayer Doppler shifts are nonzero, which is not always the case but
occurs sufficiently often to extend the reliability of backscatter inversion. However Doppler analysis implies long
integration times and large computing demands (due to FFT calculations) which means that it must be used
sparingly in operational systems.

3.2 Use of a narrow beam sounder pattern

Knowledge of elevation angles corresponding to points on the leading edge has been shown to help
inversion (Blair et al. (10), Hunsucker (11)). This (narrow-beam) technique requires a sounder with special beam-
forming characteristics, but has several advantages. In conventional methods, the frequency of each data point on
the leading edge is fixed and group delay time is read, thus giving one experimental value per data point. Then
for leading edge synthesis, a differentiation is necessary.

When elevation angle is known for a leading edge point both frequency and group delay time can be read,
thus doubling the amount of experimental values per data point. (Also making synthesis calculations easier).
This enables separation of the effects of critical frequency and layer height upon the data, resulting in a well
conditioned problem, which permits a robust inversion (even with noisy data or inaccurate secondary
parameters).

The advantage gained is comparable to that of bistatic soundings where accurate inversion is possible because
we have information on fixed ground distance.

We will now discuss an attempt to make use of these two methods.
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4 THE LOSQUET BACKSCATIER SOUNDER

CNET (The French National Telecommunications Research Centre) is constructing a backscatter sounder at
Lannion (Brittany). This is an omnidirectional system, with co-located transmit and receive arrays ; the cyclic rate
is 1/2. PSK modulated sequences are transmitted using a pseudo-random coding. At reception these sequences are
retrieved by a correlator to obtain a good signal to noise ratio. Goutelard et al. (12) describe this type of system. The
operating frequency may be stepped from 6 MIz to 30 Mlz.

The transmitting array is circular with 32 wideband biconic antennas.

The receiving array is circular (concentric) with 64 active antennas.

Array directivity patterns are controlled through digital phase shifters on all antennas (Le Saout & Bertel
(13)). Beamforming and steering over 360* in azimuth and 5-50* in elevation is possible.

Several operating modes exist, for example step-frequency, time delay analysis (backscatter ionogram), and fixed
frequency, fixed time delay, Doppler analysis.

We show the effect of our sounder array pattern on simulated backscatter ionograms.

5. BACKSCATTER SOUNDING SIMULATIONS

Our aim is to show the effect of the sounder array transmit/receive pattern on the synthetised ionograms for
a simple quasi-parabolic ionosphere model concentric with the earth (as defined by Croft & Hoogasian (14)), when
the line-of-sight elevation angle of the main lobe is varied.

Ray-tracing for the simulations is performed for a quasi-parabolic F2 layer with the following characteristics:
critical frequency 6 MHz, base height 200 km, half- width 50 km.

For signal level calculation the approach of (3) is followed : within the framework of geometrical optics we
take into account focusing/defocusing of the rays, ionospheric attenuation and sounder pattern (given by the
beam-shaping algorithm).

For each elevation line-of-sight angle we display the sounder transmit-receive pattern (showing beamwidth

and sidelobe details) and a step-frequency ionogram.

Elevation Lo.s. angle Sounder pattern lonogram

150 Fig. 2 Fig. 3
250 Fig. 4 Fig. 5
350 Fig. 6 Fig. 7

these figures should be compared to figure 1 which shows time delay/frequency calculated for successive
elevation angles with the same ionospheric model. This effect of the sounder pattern may then be described.

Cutoffs can be seen on the backscatter ionograms which correspond in elevation angle values to the nulls on
the sounder pattern, as we show:

The first null angle sets the level of the lowest (or main lobe) cutoff. If we read the maximum frequency Fmau
and the time delay Tmax corresponding to the main lobe cutoff at the leading edge of the ionogram then the first
null angle en.& = e(Fmx, Tmax) may be read off figure 1.

We have: e(dege Fmax(MHz) Tma(km) easn(deg)
1s 22 4000 1
25 18 2600 5
35 12 1500 15

On the sounder patterna these values of emin correspond to the first null (at frequency Fnwx). Likewise the effect of
secondary sidelobes and nulls is visible (fig. 7 ). These findings suggest an inversion method

6 A SUGGESTED INVERSION MEFHOD

A method which we will try to validate using the CNET sounder is the following:

By using Doppler analysis it is hoped that for a given configuration of the sounder pattern, the traces
corresponding to each mode can generally be separated. Then each stratification of the ionosphere which
contributes a trace may be analysed separately from the lowest to the highest (contribution from the undermost
layers may then be included as a correction in the analysis of the topmost).
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For each trace, layer parameters are determined knowing the angle emin and using an inversion method
based on this knowledge such as described in (8) or by Ruelle et al. (15), which should give a robust inversion.

This should enable us to generate an ionospheric profile with increased reliability (How substantial this
increase will be is what we will try to establish).

Mode of operation : if this process can be repeated for several elevation angles then we should have an idea of
possible horizontal gradients in the line-of-sight direction . This can be used in an a posteriori correction loop.

It should then be possible to generate maps of ionospheric parameters by rotating the line-of-sight in
azimuth. These maps may then be compared with:

- vertical soundings
- prediction maps

for validation.

7. CONCLUSION - OPERATIONAL USEFULNESS

Using a sounder of novel design we will try to validate an inversion method which, would solve some
reliability problems of backscatter ionospheric sounders. It would then be possible to generate maps of several
ionospheric parameters in a large area. Thus making it possible to have accurate real-time propagation predictions
in this area for links which are not equipped with passive or active sounding equipment.
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40-- 0 do

-3 do

so-d

40 -90do

-12 do

30 -15 do

-13 do

-21 do

-274do

-30 dm
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~-30 do

Figure 2: Sounder pattern; transmit x receive gain (in dB) as a function of elevation (I) and frequency (MHz) for
an elevation line-of-aighit angle of 150.
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Figure 3 : Synthetised ionograxn for the sounder pattern of fig. 2, time delay in kmn, frequency in MHz.
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-3 do

-6 do

-0 do

-12 do

-10 do

-21 do

10 -24 do

0 -30 do

005 010 015 0200200

'-30 do

Figure 4 Sounder pattern for an elevation line-of-aight angle of 250.
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Figure 5: Synthetised ionogram for the sounder pattern of fig. 4.
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Figure 6 Sounder pattern for an elevation line-of-sight angle of 351.
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Figure 7: Synthetised ionograin for the sounder pattern of fig. 6.
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DISCUSSION

C. GOUTELARD, FR
English Translation

The idea of using measurement of the incident angles for the inversion of backscatter
ionogrammes was raised in the 1960's. To my knowledge, the experimental difficulties
were such that nobody experimented with this process. I think your approach is
interesting because you equipped yourself with experimental facilities in order to test
the method. However, did you evaluate the gain you would achieve as a result of the
precision of your measurements? Furthermore, I think you would achieve an additional
gain by using azimuthal scanning of the ionosphere, as we do ourselves.

AUTHOR'S REPLY
English Translation

The gain we will achieve will only be precisely evaluated when we have an appropriate
data base for the experimental data. The purpose of the presentation was, however,
not to show that we increase the precision, but that we reduce the ambiguity of the
inversion by using angular data.

K. YEH, US

I have the impression that rays corresponding to the leading edge in a backscattered
ionogram are reflected from a narrow height region below the ionospheric peak. If so,
there may exist difficulty in deducing ionospheric parameters such as foF2 from
backscattered ionograms. Please comment on this.

AUTHOR'S REPLY

It does seem that the rays corresponding to the leading edge are reflected just below
the layer peak. However, this does not seem to me to preclude the fact that the
leading edge depends in a sensitive fashion on the parameters foF2 and HmF

2
.

Certainly in simulations it does. I think that these parameters may then be deduced.
It could be necessary, though, to calibrate this determination using vertical
(ionosonde) data.



29-1

DESIGN OF A COMPENSATION FILTER FOR A QUADRATIC

PHASE COMMUNICATION CHANNEL

K. C. Yeh and R. L. Mickelson

University of Illinois at Urbana-Champaign

Urbana, Illinois 61801 USA

SUMMARY

There has always been great interest in understanding and describing the dispersive effects that occur

in many types of communication channels. In this paper an analysis of a general dispersive channel is

performed by assuming a known transfer function. It is shown that, for bandlimited signals, the channel

can be simulated by a set of weighted delay lines. This model clearly illustrates that mitigation of dispersive

effects can be achieved via an inverse filtering procedure. Specifically, a compensation filter is designed using

a conjugate delay line. Ideally, complete compensation can be achieved and a replica of the transmitted

signal can be restored. In practical implementation and application, these idealized conditions can never

be met. Nevertheless, this channel simulator and compensation filter are implemented for a quadratic

phase transfer function. The system is tested for three basic signals: Gaussian pulse, rectangular pulse,
and sudden phase-switched signal. In addition, the case of transmitting multiple pulses is considered. The

simulation yields good results for moderate dispersion. As dispersiveness increases, the number of taps in the

compensation filter must be increased in order to restore the received signal to a reasonable approximation

of its original shape.

INTRODUCTION

An electromagnetic signal propagating through the ionosphere will experience dispersive effects. In

addition, other effects arising from the nature of the ionospheric profile and the propagation geometry can

also play an important role. These effects have been investigated both theoretically and experimentally

for narrow band signals. However, as of late, wideband signal propagation has been of increasing interest

to several groups [1]-[3]. Since experimental measurements of system performance over actual ionospheric

links are expensive and difficult to obtain, for both narrow and wideband signals, some attention has been

placed on the development of channel simulators [41, [5]. A proposal has been made by Nessenbergs [6], to

extend the Watterson model [5] from narrow band to wideband signals of 1 or 2 MHz bandwidth.

The purpose of this paper is to further investigate the characteristics of wideband signal propagation

through the ionosphere. First, the ionospheric transfer function will be examined and a simulation model

will be developed. From this model, a method to mitigate distortion in the received signal will be proposed.

More specifically, a compensation filter will be designed and tested assuming a quadratic phase ionospheric

transfer function.

1. IONOSPHERIC TRANSFER FUNCTION

To begin the analysis, assume the transmitted is given by

ST.(t) = aT,(t)ed'' (1)

where aT, is the complex amplitude of the pulse and is assumed to be slowly varying in time compared to

the variation indicated by the carrier angular frequency wc. Taking the Fourier transform of both sides of

(1) yields

STc~()= AT(fl) (2)

where ST= and AT, represent the spectrums of ST. and arT, respectively, and where l = w - w, is the

sideband angular frequency cntered at the carrier angular frequency.

For a given ionospheric profile and communication circuit, the propagation characteristics of the iono-

spheric reflection communications channel can be lumped into a transfer function H(w). This can be

expressed as

H(w) = IH(i)l-) (3)
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Outside of focussing and caustic regions, the magnitude of the transfer function, IH(w), is slowly varying

when compared to the phase, O(w). In this case, the transfer function of w is dominated by the phase
variation across the band. To examine this phase variation it is convenient to expand the phase term as

O(w) = $c + "Jl + 0(0) (4)

where O = (w ) is the phase at the carrier frequency, rc = dtb/dwc is the group delay for the com-

munication circuit evaluated at the carrier frequency and 0(fl) is the remainder term that depends on fl
nonlinearly. As will be shown later, both the constant phase shift, 0,, and the linear phase shift term, rjO,
have physical interpretations. For this reason, it is desirable to recast the transfer function as

H(w) = ((fl)5 -te.+ (5)

where
H.(f) = IH(w + )Ie'"" (6)

Note that H, will be referred to as the time-delayed transfer function.

Next, the impulse response of the system may be defined by utilizing the notation developed above.
Let the inverse Fourier transform of H be the impulse response, h(t), and let the Fourier inversion of H, be
the time-delayed impulse response, h,(t). By applying the inverse Fourier transform to both sides of (5),
the following relation can be shown

h(t) = h,(t - -rc)e("' 
-

) (7)

With the impulse response specified, the output of the channel may be derived. Letting in represent the

received signal, the corresponding amplitude spectrum, Sit(w), is given by

SR.(w) = H(w)ST.(w) (8)

Substituting (2) and (5) into (8) and taking the inverse Fourier transform yields the following expression

for the received signal
8Rs(t) = aR (t)eJ(.l (9)

where the complex amplitude of the received signal is given by

uR,(t) = ()A ()e (-)d

=Ts( - r. ) * h,(t) (10)

Thus, the received complex amplitude is simply the time-delayed transmitted complex amplitude convolved
with the time-delayed impulse response of the communication channel.

2. CHANNEL SIMULATION AND COMPENSATION

There have been efforts in describing the propagation of pulses in a strongly dispersive medium, e.g.,
[7]. While it is possible to introduce an ordering small parameter, based on which a set of equations can be
obtained, the hierarchy must be soived iteratively to produce, in principle, a result accurate to high orders.
Even if the desired received complex amplitude can be computed, the computational procedure is not easily
applied in the area of communication system simulation and of finding methods to mitigate pulse distortion.
Thus, in this paper, the problem will be approached by attempting to model the dispersive channel effects
by a set of delay lines, where each delay line is weighted differently by a tap gain function. This modeling
technique has been utilized by several authors 141-[6).

With this motivation, the received complex amplitude given by (10) can be re-examined. As is generally
the case, the transmitted amplitude spectrum AT(0) is bandlimited, say f:om -nO/

2 
to fl

0
/

2
. Even if

ATr(fl) is not bandlimited, it will be assumed that almost all the signal energy is concentrated within
a bandwidth of 00 and that truncation of the spectrum outside of this bandwidth will not introduce
detrimental effects on the pulse shape. With this observation, the time-delayed transfer function, H,, can
be represented by a Fourier series or

H,(0) = _ meu.T
o  101 < 0(1)

m -- o2
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where To = 2w/fl. The Fourier coefficients, H., can be found from

H, = 1 ; Hr(f)cimTndfi (12)

Using this representation for H, the received complex amplitude given by (10) reduces to

an(t) = HmaT(t - T, + Mit) (13)

Thus, the received amplitude can be expressed as a superposition of the input amplitudes variously delayed
and weighted. This equation leads to the tapped delay line channel model mentioned above. A schematic

representation of this channel is shown in Figure 1. In this model the delay is centered about the group

delay of the communication circuit, T,. The deviation from r, is equal to the integer multiples of To = 2w/flo
which is usually small in comparison to r-. The Fourier coefficients, H, represent the tap-gain functions.

It is important to emphasize that the expression given by (13), and subsequently, the channel model,

are exact. However, the equation and model become approximate if either the series is truncated at a finite

rn, H. is not bandlimited or Hr is only approximately known.

H. . .. HI . . • H..

".0)

Figure 1. Tapped delay line model of communcations channel.

With the development thus far, it can be seen that to mitigate the pulse distortion which occurs in
the channel, a compensation filter can be utilized. One method of mitigation is to place the filter at the

receiver, as shown in Figure 2. Then, if the filter has a time-delayed transfer function of F(fl) which is
equal to H;I(f) then the filter output, dan(t), will have the distortion produced by the dispersive channel
completely mitigated.

Tbr )(t

Dispersive Compensation
Channel Filter

Figure 2. Distortion and compensation represented schematically as filters.
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As frequently happens for ionospheric reflection channels, the phase dominates the characteristics of the

transfer function. In this case, the time-delayed transfer function, originally given by (6) can be simplified

to
H,(O) = IHIe- h#O) (14)

where JHI is a constant across the band. For this situation, the compensation filter can be simplified to

equal H,(fl). Again, for bandlimited signals H;'(l) can be represented as a Fourier series over the band

IlQI < Qlo/2. This leads to the following expression describing the transfer characteristics of the compensation

filter.

aR.(t) = H.,a sCt - tnTs) (15)

The resulting compensation filter is shown in Figure 3 where an arbitrary delay, -rd, has been introduced to

make the filter realizable. The compensation filter shown in Figure 3 may be known as a conjugate delay

line. Note that, as with the channel model, this compensation network is only ideal if an infinite number of
taps are utilized. The compensated output from this ideal filter would then be

aR.(t) = IHI
2
aT.(t -r, - d) (16)

) t--Topped Delay Line

29i

Figure 3. Tapped delay line model of compensation filter.

3. SIMULATION RESULTS

To test the theories just presented a channel transfer function must be specified. Though the theories

presented apply to a general transfer function, for computational purposes, the communications channel will

be assumed to be a quadratic phase channel for the remaining analysis. For ionospheric applications, the
quadratic phase term seems to provide the major dispersive effects and has been utilized in several other

investigations [8], [91.

Therefore, the time-delayed transfer function will be assumed to be of the form

H,(1) = exp 2 (17)

where r ' = d'Oc/dwc'. Note that rc' is a quantity which can be obtained from the oblique ionograrn by

measuring the slope of the group delay 7-c as a function of frequency. For simplicity, this parameter will be

referred to as the dispersion coefficient.
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The next step in development of a compensation filter is to compute the Fourier coefficients of H, via
(12) to obtain

H,,(A) = 7- e -+ e -du (18)

where by definition A = V- dITo is a parameter indicating the importance of dispersion over the bandwidth.
Note that for this quadratic-phase channel H__ = H,.

Before continuing some notation should be introduced. The compensation filter can only contain a
finite number of taps and thus, let the filter output be denoted

M
aR,,(t)R . E H,,()aR 5 (t -nTo) (19)

m-Mf

where 2M + 1 taps exist in the filter model. Also, the dispersiveness of the channel must be described. A
parameter, 6 = V/'rc/TT, where TT is related to transmitted pulse duration, will be used to describe the
importance of dispersion. The signal will be essentially undistorted when 6 < 1, while the distortion is very
important if 6 is comparable to or greater than unity.

Next three signals will be utilized to test the compensation filter. The three signals will be the Gaussian
pulse, rectangular pulse, and a sudden phase switch signal. in addition a multiple pulse case will be
examined.

First consider the transmission of a Gaussian pulse of the form

aT.(t) = exp 2 (20)

Figure 4 shows the results of transmitting this Gaussian pulse through a channel with 6 = 0.7 and with
TT. = 1. As can be seen in Figure 4(a), the received pulse has been dispersed and, in fact, the received
pulse length is about 11 percent longer than the transmitted pulse width. Also, the peak amplitude has
been reduced from unity to approximately 0.95. The output of the compensation filter with M = 50 is
very much similar to the transmitted pulse shape and duration. The peak amplitude has been restored to
approximately unity. However, "wings" appear for It - rj > 3TT. By increasing M these wings can be
diminished. From Figure 4(b), it can be seen that the phase of the compensated signal very closely follows
that of the transmitted signal for times when the amplitude of the transmitted signal is appreciable and
only departs from the desired signal for It - rI > 3TT,, when the amplitude is very small.

Figure 5 shows the results of transmitting the same Gaussian pulse over a channel with 6 = 2. Fig-
ure 5(a) shows that the received pulse duration is now more than four times the transmitted pulse width.
The peak amplitude has been reduced to one-half the transmitted value. Once again, the mitigated signal
has been computed for M = 50. The peak amplitude has been increased to almost 0.8, although not quite
restored to unity; the pulse has been much narrowed, although not quite restored to the original shape.
The phase plot, shown in Figure 5(b) is similar to that with 6 = 0.7, except that now the region where the
phase has been restored is for It - rI < 2TT, which is narrower than the original case.

Next consider the case of transmitting a rectangular pulse of the form

aT(t) ( t ) ;ItI < TT, (21)
S 1rec 0 ;Itl> TT

where TT. is set to unity. Transmission of this signal through a quadratic channel with 6 = 0.7 yields
the results shown in Figure 6. The received signal is severely distorted in amplitude and phase. However,
mitigation with M = 50 produces a much sharper pulse which begins to exhibit the rectangular pulse shape.
Note that ripples are still present though. Figure 7 shows the output of a compensation filter with M = 200.
The results show that the pulse shape and phase characteristics are greatly enhanced.

The compensation filter was also tested under the assumption that a sequence of pulses was transmitted.
Specifically, the signal

ar 5 (t) = rect - rect -2TT. (22)

was transmitted over the quadratic phase channel with TT. = 1. The transmitted, received and mitigated
signals are shown in Figure 8. From (22), the transmitted signal consists of two rectangular pulses; one
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centered at t 0 and another directly after the first, but with opposite sign. Thus, the desired output
should have unity amplitude for two pulse widths and should have zero phase during the first nulse width
and a phase of ir or -ir radians during the second pulse width. From the plots, it can be set that the
channel distorts the received train of pulses severely. The dispersive channel tends to expand the pulse

duration resulting in one pulse overlapping another. This is often referred to as intersymbol interference.
The compensation filter acts to reduce this interference by simply mitigating the channel induced distortion
and subsequently, reducing the pulse overlap. As shown in Figure 8, the compensated signal exhibits an
improved pulse shape and the phase characteristics are almost ideal (0 for It - rI < Tr, and ±ir radians
for TT. < t - r, < 3TT.) within the interval, -TT < t - rc < 3TT.

Next, a sudden phase switch signal was transmitted through the quadratic phase channel. This type
of signal may be represented by

aT5 (t) = { e ;t < 0 (23)
-e ;t > 0

Examples of these signals are binary phase-shift keying (BPSK) signals where -f = 7r, and quadriphase-shift
keying (QPSK) modulation where - = 7r/2. The results of transmitting a BPSK signal over a channel with
6 = 0.7 are shown in Figure 9. As with all of the previous cases presented, the received signal distortion is
greatly reduced after being filtered by the compensation network.

Lastly, the effect of increasing the number of taps, M, in the compensation filter was examined quanti-
tatively. An error measure was defined as the average mean square error (AMSE) between the transmitted
and mitigated pulse amplitude, outside of some predetermined pulse width. To perform the analysis, a rect-
angular pulse, rect(t/2TT,), was transmitted, and the error was defined as the average signal power at the
filter output in the interval It - r,( > TT.. The error was calculated for M = 0, 50, 100, 150, and 200. Note
the error in the case of M = 0 is the error present in the unfiltered received signal. Figure 10 shows results
for various levels of channel dispersion. As expected, the error tends to decrease rapidly as M increases for
low to moderate dispersion, e.g., 6 = 0.7 and 1. This is also true for a higher level of dispersion, 6 = 2, but

is not entirely true for the case 6 = 3.

4. CONCLUSIONS

By writing the ionospheric transfer function in terms of a time-delayed transfer function and applying
Fourier series techniques, a channel simulator was developed to model pulse dispersion. It was shown that
the communications channel could be modeled as a tapped delay line where the channel output was a
superposition of replicas of the transmitted complex amplitude variously delayed and weighted.

From the channel model, a mitigation scheme was developed by simply designing a conjugate tapped
delay line to compensate for the original pulse distortion. To test this mitigation scheme, a compensation
filter was designed assuming a quadratic phase communications channel. Using three different signals, the
compensation technique was tested and substantial improvement was obtained after mitigation when the

channel was moderately dispersive.

In our analysis, two important assumptions have been made. In the first assumption, the tr.snsfer
function H(w), as given in (3), is understood to be time independent. In the second assumption, H(w)
has a constant magnitude and a phase up to a quadratic term in sideband in a s.-called quadratic phase
channel. The time-delayed transfer function is then given by (17). In reality, of course, neither of these two
assumptions is valid. Experimentally, the magnitude and phase of the transfer function are found to be both
functions of w and t. Identical mathematical analysis can be carried out for such a time varying channel,
except now the transfer function must be apporimately stationary in comparison to the total tap length in
the compensation filter. For example, for a pulse of length 1 ps and a filter of 101 taps (corresponding to
M = 50), the ionospheric channel is required to be approximately stationary fdr a time of 0.1 ms. This is
not such a stringent requirement as the ionospheric fading is on the order of seconds. Even under spread-F
conditions, the fading may rise up to 10 ms which is still small when compared to 0.1 ms. Under this quasi-
stationary approximation, the compensation filter coefficients must be computed from F(fl, t) = H,

"1 (f2, t).
The resulting coefficients are functions of time and must be updated as the channel characteristics vary.
The problems of how frequently must the updating be performed and how important are small deviations
in filter coefficients must be left for future investigation.
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DISCUSSION

C. GOUTELARD, FR
English Translation

You propose the use of a transverse filter to satisfy your matching requirements.
Since we know that because of multi-path phenomena the ionospheric channel transfer
function includes nulls, the function you are required to produce will have poles
occuring in optimum fashion in a recursive structure. The transverse-only solution
increases the number of factors - you use 100 - which in turn considerably increases
the focusing time of the matching filter. Did you examine the possiblity of using a
recursive structure or a combined structure? If so, why did you choose the parallel
structure?

AUTHOR'S REPLY

We have not yet considered the approach of recursive filtering. As more complicated
channels are considered in our analysis, this implementation may, indeed, become
necessary in order to achieve fast adaptability to ionospheric changes.
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SUMMARY

A method for predicting the performance of High Frequency (HF) digital voice
transmission is described. The method takes into account the effects of multipath
propagation and signal processing techniques which exploit the multipath to achieve
improved performance. A propagation prediction model which provides the necessary
multipath and signal-to-noise ratio statistics is also described.

1. INTRODUCTION

Typical HF propagation models such as IONCAP and its predecessor HFMUFES predict
reliable communications at those freqeuncies at which the signal-to-noise ratio (SNR)
exceeds a desired level with high probability, say 90 percent. Often an additional
requirement is that multipath propagation at these frequencies be minimal in order to
avoid frequenzy selective fading. Consequently, these propagation models predict more
reliable communications at frequencies which are close to the maximum useable frequency
(MUF). However, with the advent of digital communications and adaptive signal proces-
sing, digital voice transmission systems, which exploit the diversity available due to
multipath propagation, have been designed. These systems, if properly designed, often
operate more reliably at those frequencies at which there is more multipath rather than
at those frequencies at which the SNR is largest.

This paper proposes that reliable communications for HF digital voice trans-
mission be predicted to occur when the probability that the bit error rate is smaller
than, say, 10

- , 
is greater than, say, 99%, with a confidence of 90 percent. Then the

system is said to have 99% availability with 90% reliability.

Since the bit error rate of digital voice transmission at, say, 2400 bits per
second, depends on the signal-to-noise ratio, the number of multipath components and
their relative delays, and the modulation and signal processing employed, the paper
describes a model for predicting these paramters as well at the system availability and
reliability. The calculation of the system availability or equivalently, its outage
probability for different types of modulation and signal processing which results in
improved performance in the presence of multipath is discussed.

2. SYSTEM AVAILABILITY AND OUTAGE PROBABILITY

The propagation parameters which affect the performance of NF communications
systems are the path loss and the multipath characteristics. A major objective of this
paper is to define a system performance measure for HF digital systems which takes both
of these into account. The communications user wants to know the fraction of the time
that the system operates as desired (system availability, A). A digital system is said
to te available when the bit error rate, P is smaller than a threshold, b , say b =
10

- . 
The bit error rate is a function of he signal-to-noise plus multipatf interfer-

ence ratio, p. Thus the system availability is defined as

A = Prob {Jb < bcl - Prob {p > Pci (1)

where p is the signal-to-noise plus multipath interference ratio which must be
exceeded to achieve a bit error rate smaller than bc .  The outage probability, P is
defined as the fraction of the time that the system fails to operate reliabillty.
Hence Po = I - A.

The parameter p is a random variable whose statistics depend on the NF channel
statistics and the signal processing employed by the receiver. We will illustrate
simplified methods for the calculation of p and A for two systems. One is a conven-
tional digital modem which does not try to exploit the multipath diversity in the HF
channel and the other is digital modem which uses adaptive equalization to combine the
multipath coherently.

Conventional Modem Performance:

An example of a modem which does not try to exploit the benefits of multipath
propagation is a modem which uses multiple OPSK modulated carriers (parallel tones)
within the 3 k~z bandwidth. The signaling interval (pulse duration) of each carrier is
much longer than the multipath spread of the channel. Time gating of the pulses is
employed to avoid multipath interference between successive pulses as illustrated in



30-2

Figure 1. The main effect of the HF channel multipath is to produce Rayleigh fading.

The fading across the entire 3 kHz band is correlated (i.e. all carriers fade simultan-
eously) if the mvltipath spread is small than 300 us, as is the case when the operating
frequency is near the MUF. When the multipath spread exceeds the time gating, there is

intersymbol interference (ISI). Thus modems of this type try to operate near the MUF.

As a result of the multipath, the received signal has complex Gaussian statistics
[11, and the detection SNR, p, is exponentially distributed with mean SNR given by

X = 9 (2)

NoRb + I

where S is the average received signal power, No is the average atmospheric plus man-
made noise power density, Rb is the transmission bit rate and 1 is the average multi-
path interference power due to multipath components which exceed the time-gating
protection in the system. The system availability is then

A1  e-P/xdp = e-P A c/
PC

and the outage probability P0  1 1 - Al.

Multipath Combiaing Modem Performance:

An example of a digital modem which uses multipath to improve system performance
is illustrated in Figure 2. The modem employs a single OPSK modulated carrier. There-
fore, the signaling interval (pulse duration) is much smaller than the multipath spread
of the channel which results in ISI. The receiver employs an adaptive equalizer which
removes the ISI and combines the multipath components so as to maximize the SNR plus
ISI ratio. A mathematical model for predicting the performance of modems of this type
for multipath fading channels has been derived by Monsen [2]. The detection SNR at the
output of the adaptive equalizer can be expressed as

M
p= ai  (4)

where M is the number of taps in the adaptive equalizer. The number of taps is typi-
cally chosen so that the delay spanned by the taps exceeds the maximum expected delay
spread of the channel multipath.

When the channel bandwidth is 3 kHz, each resolvable multipath component (i.e.
multipath components whose delay difference is smaller than the tan spacing) consists
of an ordinary plus an extraordinary ray as well as micro multipath due to irregulari-
ties. Each resolvable multipath component has complex Gaussian statistics [1, and p
is the sum of M uncorrelated random variables with exponential statistics [2). The
probability density of p can be written as [2)

M b. -P/x,
p(p) = e (5)i=l i

where the A. represent the average signal-to-noise plus residual IST ratio due to each
resolvable multipath component which satisfy

M
Xi 4 H (6)

i=l 0 b

The calculation of the Ai is detailed in [21 and is a function of the transmit
and receive filter impulse responses and the impulse response of the HF channel. In
fact, Monsen (2) has shown that the xi are the eiqenvalues of the MxM SNR matrix

A = -i-- G-C (7)

where C is the signal covariance matrix whose diagonal elements represent the signal
power (variance) present in each of the equalizer taps atid the off-diagonal elements
are cross-correlations, i.e.

Cki(t 0( = Tf(t0 -kTs-)f(t0 -£Ts-rQ()di, k,t=,..,m (8)

where f(t) is the impulse response of the cascade of the transmit and receive filters,
t0 is the sampling time, Ts is the equalizer tap spacing and Q(T) is the mean power
impulse response of the HF channel defined in terms of the normaliz-d impulse response
h(t) as
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S.h(tF
5  

T) - 6(t-t)Q(Q) . (9)

The impulse response of the HF channel depends on the operating frequency and in
general is of the form

L
h(t) =ijlai6(t-ri ) (10)

where L is the number of multipath components, ii is the delay of ith multipath compo-
nent, ai is its amplitude, and

L -

i~l

The elements in matrix G in Equation (7) have two components, one which accounts
for the background noise and the other accounts for the intersymbol interference from
previous and future transmitted symbols, i.e.

G Ckt(t 0 -jT) (11)GkZ = Nk + Ob j.0

with

Nkt = _ fR(kTs-LTs-t) fR(t) dt, k,L=l., (12)

where fR(t) is the impulse response of the receiver filter, T. is equalizer tap

spacing, and T is the transmitted symbol duration.

The system availability is found from

M -pC/Xi
A2 = f p(p)dp = bie (13)

PC i=l
where the Ai are the eigenvalues of Equation (7) and the bi are found by applying
partial fraction expansion techniques or residue theory to the equality:

M MI
( + Xis)

-
= I bi + Ls)

-  
(14)

i=l i

The system availability expression in Equation (13) indicates that the modem
performance improves at the number of significant eigenvalues Ai increases; that is, it
improves as the number of resolvable multipath components increases.

3.0 PREDICTION OF CHANNEL MULTIPATH PARAMETERS

In order to predict the availability of multipath combining modems we need to
determine the number of multipath components, their amplitudes and relative delays, and
we need to predict the noise level. Prediction of the number of multipath components
requires knowledge of the critical frequencies of the E, Fl,and F2 layers and their
heights. Some models for prediction of these parameters, e.g. IONCAP [31, rely on
world-wide maps of the critical frequencies generated from measurements at a few loca-
tions during periods of low and high sunspot activity. Other models, e.g. MINIMUF (4)
and extensions of it [51, rely on theoretical models of the diurnal and seasonal
behavior of the critical frequencies and heights of the layers coupled with measure-
ments to determine their sunspot dependence. Given an acceptable model of the iono-
sphere, we can predict the multipath structure as follows.

Skywave Path Take-Off Angles:

Neglecting the effects of the Earth's magnetic field, we first determine the
elevation take-off angles Ai of ach multipath component by solving the equation

2Rsi-
2  

2an f (h) 2
Dk  = 2ReS n ---2RK 

=  
2tanO i fr[ _ cos f ]dh (15)

0R e0R

where D is the great circle distance between transmitter and receiver, Dk is a horizon-
tal (flat-earth equivalent) range as shown in Figure 3, u i is the angle of incidence onthe ionosphere, K is the number of hops, R is the radius of the earth, f is the opera-
ting frequency, h is the height of reffection of the ray measured relative to the
flat-earth range if' and f (h) is the ionospheric plasma frequency height profile (see
Figure 4) which varies witl? time-of-day, season, etc.
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For a fixed path length D, operating frequency f, time-of-day, season, etc.,

there are a number of angles (Ci , a&) which satisfy Equation (15). Each solution

corresonds to a skywave path (ray .
4
he expression for calculation of the path take-

off angles ignores the effects of the earth's magnetic field which is a good approxima-

tion for the ordinary rays. The expression for the extraordinary rays is more compli-

cated 161.

Skywave Path Delays:

When the earth's magnetic field is neglected, the delay for each of the skywave

paths can be determined from 161

KDK
i(i) c sin i  (16)

where DK is the horizontal flat-earth equivalent range defined in Equation (15), K is
the number of hops, ( i is ohe angle of incidence of the ray on the ionosphere, and c is
the speed of light (3 x 10 m/sec).

Skywave Path Amplitude

The amplitude of each skywave return depends on the propagation losses, L(ei) and
a number of equipment related factors such as transmitter power, Pt' transmit antenna
radiation efficiency, n1 , transmit antenna impedance match efficiency, n 2 , and the
directivity patterns of the transmitting and receiving antennas, GA i&) and G(Ai)
respectively. The efficiency of the receiving antenna also affects the amplitudeo f
each ray. However, since atmospheric and man-made noise are the primary sources of
noise at HF and these are affected equally by the receiving antenna efficiency, the
latter can be ignored in estimating the signal-to-noise ratio (SNR) of each skywave
return. Thus,

10 log10( aS) = Pt + nl + n2 + Gt(Ai) + Gr(Ai) - L( i) (17)

where all quantities are in dB.

The radiation efficiency of the antenna is frequency dependent and difficult to
quantify, especially when the antenna is electrically small (smaller than an eight of a
wavelength), as its radiation and ohmic loss resistance are affected by the ground
conductivity below the antenna.

The propagation losses of each skywave return are due to four effects: 1) the
spherical spreading loss L - 2) the absorption loss L 3) the ground reflection loss
LG when the ray is a multi-hop ray; and 4) the polarizaion mismatch loss LP.

The spherical spreading loss is slightly smaller than that of a wave propagating
in free space because of the focusing effect associated with reflection from an inhomo-
geneous medium. It can be expressed in dB as

L = 32.45 + 20 log f + 10 log(KDK/sinei) + 10 logK dD(18)

where the frequency f is in MHz, and DK is in km. The third term in Equation (18) is
the spreading loss in the azimuth plane while the fourth term is the spreading loss in
the elevation plane. This last term is not valid near the caustic, i.e., at frequen-

cies near the MUF of the layer where the ray is reflected. At these freguencies a
correction term can be used (6].

The spreading loss is the main source of attenuation on HF paths, especially at
night. However during the day time and at high latitudes at all times of day, absoro-
tion in the D-region and E-region of the ionosphere can contribute significantly to the
path loss. The absorption loss in dB can be expressed as

K G(x,R,Y) secs i

A= 2 + 21'D + EB(coseilf/f0E)] (19)
(f i f L

)
+ (v/2w)

where the upper sign is for ordinary rays and the lower for extraordinary rays. The

first term in brackets accounts for non-deviative absorption in the D-region and the
second term accounts for deviative absorption in the E-region. The factor G(X,R,Y)
describes the dependence of the absorption loss on the solar zenith angle, x, the sun-

spot number, R, and geomagnetic latitude Y. These variations are due to variations in
the electron-neutral collision frequency and the critical frequency of the E-layer.
The factor B(-) accounts for ray bending of the wave in the E-layer, and is propor-
tional to the difference between the group path P' coseif/f0 E) and phase path
P(coseif/fOE) due to the propagation through the E-layer, i.e. the difference in group
and phase paths after propagation through the Fl and F2 layers is neglected because the
collision frequency at those heights is negligable. Hence
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v cose i 2 f L cosei 2
x) = + x E ) ][P'(x) - P(x)] (20)

with f sfN sinl, where fH is the gyrofrequency, I is the magnetic dip anqle, f0 E is

the E-rayer critical frequency, and

1 + 2 - if x < 1 (E-layer reflection)

P'(x) - P(x) = (21)
11 + x2 1

) in 1 + , if x > I (Fl and F2 layer reflection)
TXl x-l1

The parameters G, v, %D , and IE completely specif- the absorption loss. The
prediction model HFMUFES 17] assumes that the absorption in he D and E regions is non-
deviative, i.e. it assumes 8(x) = 1, a + a - 1, and (v/2w) = 10.3, while G(x,R,y) is
based on empirical data. The new orediction model, IONCAP [3], uses a similar model
for F layer low-ray reflections except that G(x,R,V) has been replaced by a different
model which relates its solar zenith and sunspot dependence to that of f0 E. TONCAP
uses correction factors to account for additional losses for the E-layer reflections
and high-ray F-layer reflections. These correction factors presumably account for
additional deviative absorption losses. A third method developed at Appleton
Laboratories [8) uses an expression similar to Equation [19) with v = 0, and with
G(X,R,y) based on empirical data.

The ground reflection loss for multi-hop rays depends on the polarization of the
rays. Both ordinary and extraordinary rays are in general elliptically polarized with
their polarization rotating in opposite senses. Since an arbitrary elliptically
polarized wave can be decomposed as the sum of a vertically and a horizontally
polarized component, the ground reflection loss for a K-hop ray can be expressed in dB
as

IR ~~ 2  
2 NR(i)

2
}

LG -(K - 1) 10 log((aiI + 2 (22)G~ + M 
2

w

where M is the magnitude of the ray polarization vector (ratio of polarization ellipse
axes), is the reflection coefficient for the vertical component of the downcoming
wave, and RH is the reflection coefficient for the horizontally polarized component.
When the downcoming ray is linearly polarized, MW = 0 if the wave is vertically
polarized and M = - if it is horizontally polarized. When the downcoming wave is
circularly polarized MW = 1.

The polarization mismatch loss occurs because the polarization of the trans-
mitting and receiving antennas is rarely matched to the characteristic polarization of
a ray. Furthermore, the polarization of a wave changes as it propaqates through the
ionosphere so that even if the transmitting antenna is matched to the characteristic
polarization of the ray at its point of incidence on the ionosphere, then a receiving
antenna of the same polarization will not be matched to the polarization of the ray as
it emerges from the ionosphere. The polarization mismatch loss is given in dB by

= -10 log{ (l+MAMW) 
2 c s 2

*+(MA
+
MW) 

2 s
in 

2 (*

L p2 2IM } I - ( 2 3 )

where MA is the magnitude of the antenna polarization vector and MW is the magnitude of
the characteristic polarization of the ray at its point of incidence on the ionosphere
if the antenna is the transmitting antenna, and at its point of exit if the antenna is
the receiving antenna. The polarization of a wave depends on its direction of pro-
pagation relative to the earth's magnetic field and the frequency. It is given in (6).

Background Noise Levels

Background noise at HF can be classified as man-made, and atmospheric noise.
IONCAP (3] estimates median values of man-made noise according to the expression

NM - No + 29 logl 0 (f/3) (24)

where N is the man-made noise power in a 1 Hz bandwidth, f is the frequency in MHz,
and No Is the measured man-made noise power at 3 MHz (in a I Hz bandwidth). Typical
values of No  in remote, rural, residential, and industrial are -163 dBW/Hz,
-148 dBW/Hz, -135 dBW/Hz, and -125 dBW/Hz, respectively. These values are about 10 dB
higher than those used in HFMUFES [7). The upper and lower decile variability values
of man-made noise are taken as 9 dB and 7 dB from the median.

Atmospheric noise levels can be obtained from the worldwide 1 MHz noise maps,
frequency dependencies and variability charts found in CCIR Report 332 (9].
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4.0 AVAILABILITY AND OUTAGE PROBABILITY PREDICTION

The propagation model of Section 3 has been used to calculate the outage proba-
bility for the two types of modems described in Section 2 assuming uncoded OPSK trans-

mission at 2400 bps and a bit error rate outage threshold bC - 10
-
3
.  

The predicted
outage probability over a 1600 km mid-latitude path is plotted in Figures 5 as a
function of the operating frequency. The predictions assume 400 W effective radiated
power at all frequencies, quarter-wave monopole antennas above ground of average
conductivity, sunspot number equal to 100, mid-March propagation conditions at 1900
hrs, and median signal-to-noise ratios. The improvement in system availability (1-
outage probability) when the modem combines the multipath coherently is evident from
the charts. The charts show that the optimum performance when no multipath combining
is employed is achieved by operating at frequencies near the MUP where the SNR is
largest. Multipath combining modems outperform conventional modems at frequencies
above the POT (the frequency of optimum transmission where there is no multipath, i.e.
11-13 MHz) because of the diversity afforded by F2 high-ray/low-ray multipath, and at
frequencies below the FOT because of the diversity from 1 and 2 hop F2 ray multipath.
Figures 6, 7, and 8 show the multipath characteristics of the HF channel at the
frequencies where the multipath combining modem achieves optimum performance (10 and
15 MHz) and at 11 MHz which is the frequency that prediction models such as IONCAP and
HFMUFES refer to as the FOT.

From Figure 6 we can aiso see that if we assume that the required system availa-
bility is 99% (i.e. P0 - 10- ), then the lowest useable frequency (LUF) at 1900 hours
for the multipath combining modem is 7.5 MHz versus 8.5 MHz for the conventional
modem. This shows that the ability to combine multipath coherently extends the range
of useable frequencies.

5.0 RELIABILITY

The availability predictions presented in this paper assume median SNRS. There-
fore, the system will achieve the predicted availability at the selected time, season,
etc. with 50% confidence. Higher confidence in the prediction requires knowledge of
the distribution of the signal-to-noise ratio and multipath environment as a function
of frequency, path length, geographic location, time-of-day, season, etc. Distribu-
tions of the atmospheric noise level as a function of time-of-day, season, and geogra-
phic location can be found in (9]. Similar data for the signal strength is not avail-
able. However, if the signal strength variability is due to variability in ionospheric
absorption, then periods in which the signal level decreases will result also in lower
atmostpheric noise i vels and man-made noise levels if the latter propagate via sky-
waves also. This implies that use of the atmospheric noise distributions to approxi-
mate the SNR distribution would result in overly pessimistic results. The same would
be true if we were to use path loss distributions as done in HFMUFES [71. A true SNR
distribution model is needed in order to improve the reliability of HF system oerform-
ance predictions.
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Delay Profile @ 10 MHz (1900 hrs)
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DISCUSSION

J. BELROSE, CAN

My comment relates not only to your paper, but to the previous paper also (Yeh and
Mickelson). You at least made an attempt to predict the real world, but not in
sufficient detail to be useful. The ionospheric channel is a time variable frequency
selective and frequency spread channel. Noise and interference are important
difficulties with HF communications. The ionospheric model that you describe is an
average model which is not very useful to assess the ability of the channel to transmit
digital voice. Another problem relevant to HF digital voice concerns the available
bandwidth. In order to employ a rate of 2400 bits/second, it is necessary to employ
some form of linear predictive coding (LPC) technique, and such systems do not degrade
gracefully as signal-to-noise decreases, digital error rate increases. You did not
touch on this topic.

Concerning HP channel simulations - I call your attention to my paper presented at our
1988 Fall Meeting in Paris.

AUTHOR'S REPLY

All HF performance prediction models currently in use are "average" statistical models
and none of them consider the frequency selective effects due to multipath. The main
point of the paper is to define a performance measure which accounts for frequency
selective fading effects. The only assumption made regarding the multipath combining
modem performance is that the modem will be able to track the time selective fading
due to frequency spreading. The inability of certain model implementations to track
the fading can only be determined using channel simulators. The performance measure
defined is general and applies to linear predictive digital voice encoding as well as
any other applicable technique. All one needs to know is the bit error rate required
by the encoding technique. If the bit error rate exceeds the maximum bit error rate
that LPC (or any other technique) can tolerate, the system is assumed to suffer an
outage; that is, no graceful degradation is assumed.

G. HAGN, US

You stated that there is no model for HF interference, but this is only partially
correct. The HF other-user interference, specified as congestion of allocated
subbands, has been successfully modeled by Profs. P. Laycock and G. Gott at UKTST, UK
(see the AGARD Conference Proceedings, Lisbon, 1987). The U1IST model features the
derivation of coefficients from empirical l-kHz channel occupancy data for a given
subband. An attempt is now being made to obtain occupancy and congestion data in the
UK and at other sites in Western Europe (e.g. Sweden) in order to develop a regional
model of congestion. The interpolation and extrapolation of the coefficients to
locations where no data had been taken would form the basis of such a regional model.

AUTHOR'S REPLY

If this work is successful, then there would be a usable model for HF interference in
Western Europe. The concept could be generalized to form a global model based on a
collection of such regional models, but much empirical data would be required.
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SUMMARY

One of the most important potential problems with modern military systems which
utilize spacecraft in various ways is the effect of the ionosphere on the radio signals
which pass to and from the spacecraft. Such systems include active communications and
navigation satellites as well as both ground-based and potential space-based ranging
systems. The major effects the ionosphere can have on such systems are the additional
time delay the electrons in the earth's ionosphere add to the free space path delay, the
short term rate of change of this additional delay, amplitude scintillation or fading
effects the signal encounters due to irregularities in the ionosphere, and Faraday
rotation of linearly polarized radio waves transmitted through the ionosphere. While
some of these effects have been studied since the beginning of the artificial satellite
era in the late 1950s, adequate models of these effects on military systems still do not
exist. This lack of suitable models is due in part to the high temporal and geographic
variability of the ionosphere, and partly due to the increasing radio signal accuracy
requirements and special geometries of various military systems which must propagate
through the ionosphere.

The US Air Force's Air Weather Service is procuring a modern trans-ionospheric
sensing system, called "TISS", which will consist of a number of stations located
throughout the world, making real time measurements of the time delay of the ionosphere,
and its rate of change, as well as amplitude scintillation, along several different
viewing directions from each station. These trans-ionospheric measurements will be used
to allow models, which currently provide only monthly climatology of these parameters,
to provide real time specification of trans-ionospheric propagation parameters. The
real-time specifications of these parameters can then be used as decision aids in both
the tactical and the strategic military environments. The TISS will include first order
artificial intelligence design to aid in gathering the most appropriate sets of
available real-time trans-ionospheric propagation data, and will communicate these data
sets to the Air Weather Service's Space Forecasting Center where they will be tailored
to specific military customers.

I. TRUENB-IONOSBMERIC EFCTS ON RADIO WAVES

There are several potential effects which the ionosphere can have on radio waves
which must propagate through it. Modern military systems can be limited in performance
by one, or more, of these effects and systems planners need to take their potential
impacts into account, both in system operation and in new system design. Ideally,
system designs will contain "work-arounds", such as alternate channels, additional space
vehicles, or robust signal formats, that mitigate impacts of ionospheric effects on
system performance. However, since economic and other constraints may not allow
mitigation in the system design, system operators require near-real-time specification
of ionospheric effects. With this input, operators can determine system status and can
employ operational mitigation, such as longer integration times, alternate look
directions, or reliance on alternate systems, or time periods.

The types of military systems that require consideration of trans-ionospheric
effects include: communications, navigation, and ground or space-based surveillance
systems, that depend upon radio-wave propagation, (see Table 1). Significant !tudies of
ionospheric effects have been performed supporting satellite communications , vingle
frequency navigation using the Global Positioning System, (GPS)

2
, and surveillance

TABLE 1. ENXRILB or BreT B EIK MAY DNRUR COWSZDnRATION

OF TRARS-IOMOBPIPRIC EFFECTS

TRANS-IONOSPHERIC SYSTEM SYSTEM FUNCTION

SATELLITE CO. LINKS COMMUNICATION

GROUND-BASED RADARS (GBR) SURVEILLANCE

SPACE-BASED RADARS (SBR) SURVEILLANCE

GLOBAL POSITIONING SYSTEM (GPS) NAVIGATION
(single frequency user only)
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The major trans-ionospheric effects on radio signals at typical military system
frequencies are: 1) delay of the signal, 2) Faraday rotation of linearly polarized
signals, 3) rapid changes in signal delay, and 4) signal fading. These effects are
caused by different ionospheric parameters. Specifically, 1) above is due to the total
number of electrons along the signal path through the ionosphere, where the number of
electrons is measured in an equivalent square meter column, and is defined as the Total
Electron Content, or TEC, with I x 10 electrons/m

2 
defined as one TEC unit;

2) is due to the product of the total number of electrons multiplied by the longitudinal
component of the earth's magnetic field along the radio signal path. Phase
scintillation, 3), is due to the time rate of change of the electron content, and 4) is
produced by diffraction from irregularities of scale size of approximately one
kilometer, along the path. Depending upon the system design, these major effects have
the potential to degrade system performance in varied ways, such as: data loss, ranging
errors, and degradation of detection, tracking or imaging, see Table 2.

TABLE 2. POTlTIAL ZOMOaPflRlC IMPACTS ON SYSTEM8

SYSTEM FUNCTION POTENTIAL IMPACT IONOSPHERIC RF EFFECT

COMMUNICATION DATA LOSS SIGNAL FADING

NAVIGATION POSITIONING ERRRORS SIGNAL DELAY

SURVEILLANCE RANGE, ORBIT, OR SIGNAL DELAY
- GROUND-BASED TRAJECTORY ERRORS

- SPACE-BASED DEGRADED RETURNS FARADAY ROTATION
OVER WIDE REGIONS

- BOTH DEGRADED DETECTION, FADING, RAPID CHANGES
TRACKING OR IMAGING IN SIGNAL DELAY

The magnitude of any potential impacts on system performance due to trans-
ionospheric effects is highly dependent on the specific parameters of the particular
system in question. For example, it is generally true that the higher the operating
frequency the smaller the effect of the ionosphere. However, other considerations such
as technology limitations, and frequency band availability, may prevent resolving all
ionospheric effects questions by raising the operating frequency. Table 3 illustrates
some specific systems parameters and mitigation approaches that may be applied. Some
mitigation approaches, such as for dwell time, may conflict, making complete mitigation
more difficult and near-real-time monitoring of ionospheric effects more valuable.

TABLE 3. SOME SYSTEM PARAMETERS AND MITIGATION APPROACEES

FOR IONOBPEERIC EIPECTS

PARAMETER MITIGATION APPROACH

FREQUENCY RAISE FREQUENCY

POLARIZATION CIRCULAR POLARIZATION

FADE MARGIN INCREASE MARGIN

DWELL TIME DECREASE DWELL
(Phase Effects)

INCREASE DWELL
(Fading Effects)

RANGE MARGINS INCREASE MARGINS

REDUNDANCY ADD COMM. CHANNELS AND
OBSERVATION PLATFORMS

To better understand this variability of the effects the ionosphere can have on
trans-ionospheric propagated waves at VHF, or higher frequancies, a more detailed
understanding of the individual effect is required.

1. Sianal Delay. Caunina Rana Errors This effect on ranging systems is due to
ionospheric group delay, which is proportional to the electron content of the
ionosphere. The magnitude of this group delay range error is proportional to the
inverse square of the system operating frequency. This error frequently can be over 4
kilometers at a frequency of 100 MHz, which corresponds to 40 meters at a system
operating frequency of i GHz. Worst case errors can be a factor of at least two higher
than this, and when traversing the ionosphere at a low elevation angle, this error is
further multiplied by up to an additional factor of three due to increase of the signal
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path length in the ionosphere. Thus, ionospheric group delay errors can be as large as
250 meters, even at a system operating frequency of 1 GHz.

2. Rance-Rate Errors are due to the time rate of change of the electron content of the
ionosphere as seen by the observing system. The range-rate error depends upon the
diurnal rate of change of the electron content of the ionosphere, upon the structure of
any large-scale irregularities that may exist in the region, and upon the motion of the
line of sight through the ionosphere. For instance, a satellite moving up from the
horizon will usually encounter fewer electrons as it rises in elevation, simply due to
the decrease of the signal path length in the ionosphere. These geometric changes are
usually much greater than any diurnal changes in the electron content of the ionosphere.

3. Faraday rotation of linearly polarized radio waves, which can cause signal
attenuation due to cross polarization effects, is proportional to the electron content
of the ionosphere times the longitudinal component of the earth's magnetic field. The
magnitude of this effect is proportional to the inverse square of the system operating
frequency. At a frequency of 100 MHz, many radians of Faraday rotation can occur, and
even at 1.3 GHz, the two-way Faraday rotation can often exceed 900 during times of high
solar activity. When the rotation is near 900 nearly complete cross polarization signal
loss occurs.

4. Rapid Changes in Signal Delay or phase scintillations, are due largely to rapid
changes in the electron content of the ionosphere. These changes can be due solely to
temporal changes in electron content, or can be a combination of geometric changes due
to a vehicle moving such that the ray path moves through a large gradient in electron
content during the observing period.

5. Fadina (and enhancements) or amplitude scintillation of the amplitude of the
received signal, is due to kilometer size irregularities in the electron density of the
ionosphere. This fading is characterized by a statistical description of the percentage
of time below which the signal fades, and is described by Whitney' and Aarons

5
.

There are other effects which the ionosphere can have upon the characteristics of
radio waves which propagate through it, such as distortion of the modulation envelope
and angular refraction, or bending, of radio waves. However, these two effects are
generally only potential problems at low VHF and only for large percentage signal
bandwidths, or low elevation angles, respectively.

Most of the potential effects listed above are proportional, in some manner, to the
total number of electrons through which the radio wave travels on its way from its
transmitter to the receiver. A more complete discussion of the magnitude of many of
these potential effects is available in the Handbook of Geophysics and the Space
Environment, Sections 10.7, 10.8 and 10.9 . Table 4 summarizes the major trans-
ionospheric effects and their interaction with systems.

TABLE 4. TRANS-IONOSPHERIC EFFECTS ON SYSTEMS

IONOSPHERIC RADIO (1 ) SYSTEMS POTENTIAL

PARAMETER EE EFFECTS DEGRADATION OF:

TOTAL ELECTRON SIGNAL DELAY RANGE ERROR TARGET LOCATION
CONTENT (TEC)

FARADAY ROTATION SIGNAL LOSS SURVEILLANCE

AMPLITUDE FADES & SIGNAL FADES MESSAGE CONTENT
SCINTILLATION ENHANCEMENTS TARGET FADES TARGET UPDATE

PHASE RAPID CHANGES RAPID CHANGES DETECTION
SCINTILLATION IN IN TRACKING

SIGNAL DELAY APPARENT RANGE IMAGING

II. NODELS O IONOSIERIC EFFECT8

The ionosphere exhibits high temporal and geographic variability. This variability
may be categorized by geographic region and by temporal periods. These are listed in
Table 5. Temporal variations range from variations within the visible ionosphere, which
may drift past in minutes, or may appear as observation geomctry changes, to variations
over the approximately 11 year solar cycle. The geographic regions, (Figure 1), vary in
their exact boundaries with prevailing geophysical conditions. The mid-latitude region
exhibits the fewest disturbances. For example, scintillation effects are comparatively
infrequent in this region, and the diurnal behavior of TEC can be more accurately
projected statistically. The trough region, occurring at the northern boundary of the
mid-latitude region, is a geographic area of varying width where the ionization is
depleted dramatically from levels in surrounding regions. The aurora), and polar cap
regions frequently are the host regions for major disturbances caused by particle
precipitation, guided along magnetic field lines, from the sun. These disturbances can
propagate down to the mid-latitudes as well. The equatorial region also exhibits major
disturbances generated through different processes which have a strong diurnal
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TABLE 5. iopos0.mazc mnwc'rS AND 8000 28 OF % atATxos

VARIATION CATEGORY MAJOR IONOSPHERIC EFFECTS

gEOGAPIC s SIGNAL DELAY

POLAR CAP MINUTES FARADAY ROTATION
(GEOMETRY)

AURORAL ZONE DIURNAL RAPID CHANGES IN DELAY

TROUGH SEASONAL FADES AND ENHANCEMENTS

MID-LATITUDE SOLAR CYCLE

EQUATORIAL MAGNETIC STORM

dependence. The variations in these regions, and the mechanisms that cause them are
subjects of continuing theoretical and experimental studies. Even the monthly average
conditions of the auroral and polar cap regions are not yet fully modeled, or
understood.

Trans-ionospheric propagation effects have been intensively studied since the
beginning of the artificial satellite era in the late 1950's. While many models have
been constructed of electron density profiles, or only of the density at the peak of the
F2 region, the electron density model of choice used by the Air Weather service is a
relatively new model called the Ionospheric Conductivity and Electron Density, (ICED),
model . The ICED model is a statistical model of the large scale features of the
ionosphere, which includes features for the separate physical processes which are known
to exist in different regions of the ionosphere. There are different algorithms, for
example, for low-latitudes, mid-latitudes, the sub-auroral trough, and the polar cap.
The ICED model currently represents only median climatology, but is soon to be updated
to include near-real-time TEC measurements from TISS, as well as near-real-time
bottomside electron density profiles from the DISS.

For amplitude and phase scintillation the WBMOD model
8
, (Secan, et. al., 1987)

currently represents the best effort at state-of-the-art monthly average climatology.
WBMOD is currently being improved to include the measured amplitude and phase
scintillation measurements from the TISS.
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Figure 1. MAJOR GEOGRAPHIC REGIONS OF THE IONOSPHERE
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The increasing radio signal accuracy requirements and special geometries of various
modern military systems are drivers for these and further model upgrades. Such efforts
strive not only to improve accuracy and timeliness of specifying ionospheric effects,
but also to be able to better tailor environmental products to the requirements of
specific systems. For example, a surveillance system may conduct the majority of its
operation at low elevation angles, such as 10 degrees or less. Figure 2 illustrates
this geometry, approximately to scale, for ground-based radars (GBR). At these
elevations the signal path length in the ionosphere is about three times that at high
elevations. A typical narrow beam here can cover 200 to 300 kilometers of varying
ionospheric structure, ten times the region covered by the same beam at high elevations.
Also, the beam velocity relative to the structure will be much greater than when
tracking the identical space vehicle observed at high elevation angles.

RANGE ERRORS

Figure 2. TRANS-IONOSPHERIC EFFECTS ON GROUND-BASED RADARS

Figure 3 shows essentially the reverse of the geometry of Figure 2, as it applies
to the SBR application. At these low elevations, the conditions seen by the SBR may be
very different from those above the target area. As seen in Figure 3, this geometry
effect is beneficial, since the SBR is "looking under" a disturbed region. Obviously,
the effect also can be detrimental, and care must be taken when near-real-time models
specify the "location" of boundaries of disturbed regions.

The above examples of special geometries imply, at least, that great care must be
taken in tailoring ionospheric effects products for such surveillance systems to assure
that proper translation is made from model predictions of effects "near vertical" or
effects as seen observing a geostationary platform. In fact, most existing empirical
data is from near-vertical observations, and further work is being done to accumulate
data on effects at low-elevation angles to validate model products for that geometry.
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6000

300

Fig u 00 2000

Figure 3. EXAMPLE OF SPACE-BhED RADA/IONOSPHR GEOMETRY
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III. SUCIFZCATION or TRANU-ZONO8PNRRIC PlOPM4TAZOM UWPUCTB

The United States Air Force's Air Weather Service has the responsibility for the
U. S. Department of Defense in providing timely predictions of the Space Environment.
The Space Forecasting Center, located in Colorado Springs, CO, will provide updated
forecasts of various ionospheric parameters tailored to the needs of specific DoD
customers who require correction for trans-ionospheric propagation effects. In order to
provide these forecasts at the preseit time, the Air Force Global Weather Central Space
Environmental Support Branch runs models of the ionosphere, updated with near-real-time
measurements of the various solar, magnetic and direct ionospheric measurements which
are required as model inputs. The models themselves are also undergoing continual, long
term improvement by reseirch work being done at the Air Force (Systems Command)
Geophysics Laboratory and ar other organizations.

One of the primary requirements of the models is for sufficient near-real-time data
to update the average climatology which currfnt models are capable of providing. In the
case of trans-ionospheric propagation, a new sensing system, named TISS, for Trans-
Ionospheric gensing _ystem, is currently under development for dcployment by tbe early
1990s. TISS will provide the needed near-real-time data to allow the Space Forecasting
Center to make greatly improved specifications of the state of trans-ionospheric
propagation effects upon specific systems, and will allow realistic predictions to be
made of future expected magnitude of the effects.

IV. CHARACTERISTICS OF THE TRRNB-IONO8PERIC SENSING SYSTEM

By monitoring signals from the NAVSTAR/Global Positioning System, (GPS), satellites
the TISS will make multi-directional measurements of the specific trans-icnospheric
propagation parameters which are of greatest importance to military systems. These
parameters are: 1) Total Electron Content, (TEC), 2) the rate of change of TEC, 3)
amplitude scintillation and 4) phase scintillation. Thus the TISS measures the major
parameters of the ionosphere which can affect systems. Those effects which are
proportional to TEC and its rate of change are directly obtained by the TEC measurement
and its rate of change; the amplitude and phase scintillation parameters also are
measured separately, and Lurectly, by TISS.

A. CHARACTERISTICS OF TH7 GPS SATELLITES

The GPS satellites transmit spread spectrum signals, encoded so that they do not
interiere with other users of the L-band spectrum, and are relatively immune to
interference. In addition, without a knowledge of the modulation code, unauthorized
users of the GPS cannot acquire the signals. All the GPS satellites utilize the same
frequencies of 1228 MHz, called L2, and 1575 MHz, called Ll, but each has its own unique
modulation code which is orthogonal to all the other satellites. Hence, no mutual
interference occurs between satellites.

There are to be 21 primary GPS satellites in 12 hour orbits at an inclination of 55
degrees. The orbital configuration of the GPS satellites was designed so that a
minimum of four satellites would be in view from any ground station at all times. This
orbital configuration al' - is trans-ionospheric propagation measurements to be made in a
minimum of four directions continuously from each TISS grouid station. A description of
the characteristics of the GPS satellites is given by Denaro

B. TEC MEASUREMENTS WITH TISS

Absolute TEC measurements are made by means of fifferential group delay of two,
10.230 MHz modulated, signals on the GPS satellites . Any non-zero transmitted
differential modulation phase, along with receiver and antenna differential phase
errors, must be accounted f r in the final measurement. Figure 4 illustrate- data,
taken with a prototype TISS monitor station, which shows the TEC alonc the slant path to
four GPS rrtellites over a 4 hour period, from a station located at Sondrestrom Fjord,
Greenland . Values of satellite elevation and azimuth for the pass are also plotted in
Figure 4. Note that the observed TEC varies significantly in the four different regions
being observed by the prototype TISS receiving system.

It is the usual practice in making measurements of slant TEC to translate them to
equivalent vertical values at a mean ionospheric height, generally taken to be between
350 and 450 an. The equivalent vertical TEC values are then assigned to the latitude
and longitude of the point where the straight line from the satellite to the ground
station intersects the mean ionospheric height. For o1servations at low elevation
angles the earth angle from the ground station to the mean ionospheric penetration
location can be as much as 15 degrees. That is, ii one is making observations of the
ionospheric TEC north or south from one ground station, equivalent vertical values can
be obtained from latitudes as far away as plus and minus approximately 15 degrees from
the latitude of the station. Equivalent distances in longitude also occur for
satellites viewed east or west from an observing station.

The accurc of t1e absolute value of TEC from TISS will be approximately one TEC
unit, (I x I0 el/m , ), but this level "f accuracy cannot be obtained from the
differential group delay only, due to the noise in the receiving system. Differential
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carrier phase measurements however, can make TEC measurements to an accuracy

of approximately 3X1014 el/m
2 

in a bandwidth of 10 Hz, obviously much better than the
absolute TEC measurements obtained from the differential group delay. The relative
TEC measurement of the differential carrier phase, along with the poorer resolution, but
excellent absolute TEC measurements, available from the differential group delay, are
".ombined in a minimum root mean square error sense over some designated time interval.
In this manner one has the best of both worlds. In the TISS, within approximately 15
minutes after initial lock on to a new satellite, the relative TEC from the differential
carrier phase measurement can be fit to an absolute TEC scale to within approximately
one TEC unit.

C. PHASE SCINTILLATION

The rate of change of TEC, measured from differential carrier phase on the two GPS
transmitted carrier frequencies, also is used to determine phase scintillation. Phase
scintillation is generally measured as a variation of phase about a detrended mean value
over some standard detrend interval, generally one minute. TISS will determine and
report the standard deviation of the measured differential phase, and the spectral
strength and Slope parameters for the power spectrum of the phase fluctuations, over
each interval . This will be done for all GPS satellites observcd simultaneously, and
the results will be referred to an equivalent single frequency of 1.0 GHz. The practice
of referring the di-Terential phase measurements observed at the L2 frequency minus that
on the higher Ll frequency, to an equivalent single 1.0 GHz frequency is done so that
any user can easily then refer the phase scintillation parameter to any required system
frequency.

D. AMPLITUDE SCINTILLATION

TISS will determine amplitude scintillation directly from measurements of signal
amplitude on the two GPS equivalent carrier frequencies. The standard measure of
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amplitude scintillation is the r.m.s. deviation about the average signal level divided
by the average signal level, expressed as a fraction. This value is called the
scintillation index, S4. TISS will derive and report S4 for both of the GPS frequencies
on each satellite observed over the same reporting intervals used for the phase
scintillation parameters.

E. APPLICATION

The TEC and scintillation values obtained by TISS in several directions
simultaneously are to be used to update models of the ionosphere, in the vicinity of
each TISS station, from monthly median conditions, to the actual ionospheric parameters
and gradient values measured from the TISS. In this manner each TISS site, monitoring
dual frequency signals from GPS satellites in multiple directions, will ensure a large
geographic coverage area of near-real-time updating of the monthly average model of the
F region bulk plasma, discussed in section II above, as well as the monthly average
model of scintillation, to be available at the Space Forecast Center.

V. PROPOSED DZPLOYMZT OF TIES

The TISS is a robust system designed to work in an unattended mode at remote
locations and automatically send its measurements to the Space Forecast Center where the
data is to directly update appropriate models for use in providing real-time products
describing ionospheric effects. Specification and prediction of the appropriate trans-
ionospheric propagation effects are then tailored to the needs of individual DOD
customers. A map of proposed TISS sites is shown in Figure 5. The cross-hatched area
around each station is the equivalent portion of the ionosphere which each TISS would be
able to monitor by observing GPS satellites above 150 elevation. The "hole" in coverage
which occurs for each station is due to the 550 inclination of the GPS satellites. Note
that the stations closer to the geographic pole have this "coverage hole" almost
overhead. Coverage of the North American Continent, especially in the important auroral
and polar cap regions, is extensive, and is designed to provide the opportunity for
near-real-time measurements of the ionospheric main trough, the scintillation boundary
region, and the state of scintillation activity in the polar cap region. Latitudinal
coverage is also provided from nearly the magnetic equator to the magnetic pole along
the eastern part of the North American Continent.
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Figure 5. PROPOSED TISS STATION GEOGRAPHIC COVERAGE (350 KM ALT., 150 ELEVATION)

The TISS may be co-located, at several locations, with the AWS Digital Ionospheric
Sounding Syste. DISS, which is a system of modern high frequency digital ionospheric
sounders desin-d to automatically make real time profiles of the electron density of
the bottomside of the ionosphere. The combination of the bottomside shape, from the
DISS, along with the TEC and the scintillation parameters from the TISS, makes a
powerful combination of sensors providing complete real-time information on the state of
the ionosphere.

VI. TIES AS A TACTICAL DECISION AID

The future combinat""i of upgraded world-wide monthly median models of ionospheric
effects residing at the -ace Forecast Center, (SFC), ckpable of being updated with
near-real-time inputs to the SFC from the TISS sites, will allow the SFC to provide
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near-real-time products specifying ionospheric effects to DOD systems, world-wide. As
required by AWS customers such products may be tailored specifically to provide the
desired parameters in the appropriate geometry covering the required region for each
system.

SFC's future capability to generate near-real-time reports will better enable
future AWS operational system customers to adjust operating modes to mitigate
ionospheric effects. Figure 6 charts a hypothetical flow of this process from SFC to
the Command where the tactical decision would be made on the use of systems according to
the reported situation. Table 6 tabulates a hypothetical process of how the ionospheric
conditions could require changes in operational mode.

Figure 6. TISS AS A TACTICAL DECISION AID FOR A HYPOTHETICAL SYSTEM

TISS SPACE OPERATIONAL COMMAND
FORECAST SYSTEM
CENTER

SENSE UPDATE SET TCIA
PROPAGATION WORLD-WIDE OPERATIONALDESIN
ENVIRONMENT / LPROPAGATION MOVE

WIDE AREA SYSTEM-
15 MINUTE SPECIFIC

UPDATE EP SZZLAZZQ
TEC (FARADAY) REGION NORMAL/
AMP. SCINT. PARAMETERS DEGRADED/
PHASE SCINT. GEOMETRY FAILURE

CONDITION

TABLE 6. HYPOTHETICAL SYSTEM RESPONSE To IONOSPKERIC CONDITIONS

IONOSPHERIC OPERATION MODE POTENTIAL DEGRADATION REPORTED
CONDITION SITUATION

QUIET NOMINAL OPERATION NOMINAL OPERATION NORMAL
PRIMARY SENSOR

SIGNIFICANT ALTERNATE SENSOR LOOK-AROUND DEGRADED
DISTURBANCE SPACE VECHILE (SBR) POSSIBLE THRUPUT

GROUND SITE (GBR) REDUCTION
CHANNEL (CONK)

ALTERNATE SIGNAL FORMAT MORE SYS RESOURCES RQD
/SIGNAL PROCESSING LESS THRUPUT

SENSE/MITIGATE MAJOR SYS RESOURCES RQD
ENVIRONMENT THRUPUT IMPACTED SERIOUSLY
(if possible) DEGRADED MISSION

SEVERE ALTERNATE SYSTEM DEGRADED MISSION FAILING
DISTURBANCE (if available) MISSION FAILURE

In addition to TISS's wide coverage area at each site. as ill' in Figure 5,
which permits referencing of models with several measureme gradients of
parameters at each site, the TISS will incorporate a directional capability on conmand.
Since typically more than 4 GPS satellites will be visible from a given site, TISS will
be capable of directing its observations in a given quadrant of the sky, or overhead,
versus the normal mode, which seeks widely distributed coverage. The value of this
capability is that TISS can concentrate observations in a region of more strategic
significance within its coverage area, or when the wide coverage detects a significant
event, such as the entry of auroral or equatorial disturbances into a given TISS
coverage region, the observations may be concentrated to determine the extent and motion
of the disturbed region.
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To illustrate this potential capability, Figure 7 shows optical observations of
airglow from ionospheric disturbances that occurred during the four hour observation
period covered in Figure 4. The circled area and symbols in the figure show the
location of ray paths to the four GPS satellites being observed. Two of these paths lie
within one of the optical features, one at high elevation, and one at a low elevation.
Similarly, the other two lie outside the feature with one each at high and low elevation
angles. Figure 8 gives an expansion of plots in Figure 6, covering the times of the

Figure 7. All-SKY IMAGES ILLUSTRATING IONOSPHERIC STRUCTURES OBSERVED AT SONDRESTROM,
(SYMBOLS MARK RAYPATHS TO GPS SATELLITES)

optical observations. The two plots at the right side of the figure are from the paths
inside the optical features. Higher levels of small scale disturbance are clearly
visible in these plots compared with levels in the plots from the paths outside the
observed optical feature. These effects were observed during very low solar activity.
Subsequent data from near solar maximum conditions has shown much more dramatic
differentiation between disturbed and quiet directions in the sky above a TISS site.

VI. coNcLUSIOMI

The Trans-Ionospheric Sensing 3ystem, when fully deployed in the early 1990s, will
be able to provide real-time updates to the DoD community for the effects of the
ionosphere on trans-ionospherically propagated radio waves. The system is designed to
be robust, fully automated, and to include first order artificial intelligence
techniques to optimize data collection and interface with models.
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The temporal and spatial variations in ionospheric structure have frustrated the efforts of

communications and radar system operators who base their frequency management decisions on

monthly mean predictions or computer based models. The University of Lowell Center for Atmo-

spheric Research, in cooperation with the U.S. Army Communications-Electronics Command, has now

produced a low power miniature version of its Digisonde sounders capable of making real-time on-

site measurements to support zommunications or surveillance operations. The system compensates

for a low power transmitter by employing intrapulse phase coding, digital pulse compression and

Doppler integration. The data acquisition, control, signal processing, display, storage and automatic

data analysis functions have all been condensed into a single multi-tasking, multiple processor com-

puter system while the analog circuitry has been condensed and simplified by use of reduced trans-

mitter power, wide bandwidth devices, and commerically available PC expansion boards.

Noteworthy new technology involved in this system includes:

a. An electronically switched active crossed dipole receiving antenna.

b. A TMS 320C25 digital signal processor.

c. Compact DC-DC converters allowing full operation on a single 24 VDC battery.

d. A high speed data acquisition board interfaced via an IBM-AT expansion bus.

f. A proprietary multi-tasking operating system.

g. Reprogrammable PROM based coherent oscillators.

h. Use of complementary codes which virtually eliminate the time domain pulse compres-

sion sidelobes typical of pulse compression systems.

i. Automatic mode identification and parameter scaling by an embedded expert system.

PREFACE

One of the chief applications for the real-time measurement data provided by current genera-

tion digital ionospheric sounders such as the Lowell Digisonde 256 (references I and 2) is to manage

the operation of high frequency (HF) radio channels and networks. Since many HF radios are oper-

ated at remote locations (i.e. aircraft, boats, land vehicles of all sorts, and remote sites where tele-

phone service is unreliable) the major obstacle to making practical use of the ionospheric sounder

,ata and associated computed propagation information is the dissemination of this data to the oper-

ators' sites. Since HF is often used where no alternative communication link exists, or is held in re-

serve in case primary communication is lost, it is not practical to assume that centrally tabulated

ionospheric data can be made available to the user. Furthermore, local measurements are superior

to measurements at sites of opportunity in the user's general region of the globe since extreme vari-

ations in ionospheric properties are possible even over short distances, especially at high latitudes

(reference 3), or a sunrise or sunset terminator. However, for most applications the size, weight,

power consumption and cost of an ionospheric sounder have made local measurements impractical.

Therefore the availability of a small, low cost sounder would be a major improvement in the useful-

ness of ionospheric sounder data. Shrinking the conventional I to 50 kW pulse sounders to a
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portable battery operated 100 to 300 Watt system requires the application of substantial signal pro-
cessing gain to compensate for the 10 to 23 dB reduction in transmitter power. Furthermore a com-
pact portable package requires the use of highly integrated control, data acquisition, timing, data
processing, display and storage hardware.

OBJECTIVE

The objective of the Portable sounder project (initiated and funded by the U.S. Army Communi-
cations-Electronics Command, Ft Monmouth, NJ) was to provide a vertical incidence (i.e. monostatic)
ionospheric sounder which can automatically collect and analyze ionogram data at remote operating
sites for the purpose of selecting optimum operating frequencies for obliquely propagated communi-
cation paths. Intermediate objectives assumed to be necessary to produce such a capability were the
development of optimally efficient waveforrr's and of functionally dense signal generation, process-
ing and ancillary circuitry. Since the need for an embedded general purpose computer was a given,
as many functions as is feasible have been assigned to this computer rather than providing addi-
tional circuitry to perform these functions. The Portable sounder emulates most of the functions of
the Digisonde 256 (DGS 256). These include the precise measurement of six observables at every
sounding frequency:

(1) range (i.e. height)
(2) amplitude
(3) phase
(4) Doppler shift (e.g. finding the largest Doppler line)
(5) Doppler spectrum
(6) wave polarization.

A total characterization of the ionosphere is possible by measuring all observables at all de-
tectable heights (maximum of 256 heights) and all propagating frequencies (typically about 70 to
200 frequencies). With multiple antennas and either an electronic antenna switch or multiple re-
ceivers the Portable could process and output angle of arrival information, a seventh observable
which was not part of the project described here. To the maximum extent possible the operating
modes and the data produced by the Portable system are identical to those of the DGS 256 so that it
is compatible with automatic processing software already existing at ULCAR and at many other iono-
spheric research institutes worldwide.

SYSTEM FUNCTIONS

Some of the functions common to the Portable and the DGS 256 include:

I. Scanning lonogram Programs (programs A, B or C) specify parameters for a stepped fre-
quency ionogram mode. They have preassigned default parameters or can be modified
by the user to select the start and stop frequencies, frequency step size, height resolution,
and coherent integration time. Running this program produces a conventional ionogram
such as in Figure 1I.

2. Fixed Frequency lonogram Programs are a continuous measurement at a single user de-
fined frequency employing a programmable Doppler integration time and height resolu-
tion. This mode can be used to simultaneously detect changes in fading statistics, height,
polarization, Doppler and phase of the ionospheric layers at a fixed frequency.

3. Automatic Schedules are stored records of desired start times for the different types of
ionogram programs. Stop times are not programmed but occur naturally based on the
selection of parameters in the ionogram program. Start times recur hourly but program
schedules can be changed to a different set at programmable switchover times which can
be specified by day number (I to 366) and universal time, or can be specified to
switchover at the same time every day (e.g. to run different ionogram parameters at
night vs. daytime).

4. Discrimination of Ordinary and Extraordinary Polarization of the detected echoes is a
major feature of these systems, made possible by rapidly switched left or right hand cir-
cularly polarized receive antennas (reference 4). The detection of 0 and X polarization is
the key to successfully extracting ionogram characteristics with an automatic scaling pro-
gram, which is done in real-time onsite.

5. Frequency Search - A technique which quickly scans several frequencies near the nomi-
nal next step in a scanning ionogram prior to transmission in order to select a frequency
free of noise and interference.
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6. Full Doppler Spectrum - Since the Portable performs the Doppler integration using a Fast

Fourier Transform (FFT) all spectral lines (i.e. if 256 pulses are Doppler processed, 256

complex spectral lines are produced) are available at each height measured.

7. Automatic Scaling by the ARTIST (Automatic Real-Time lonogram Scaler with True

height analysis) program is performed on-site by the general purpose computer embed-

ded in the Portable system. This program identifies traces formed by echoes from the E,
sporadic E, FI and F2 layers. The traces are then "inverted" to produce the inferred elec-

tron density profile (reference 5), which also can be printed out on the processed iono-

gram as true height of the plasma frequency.

8. Remote control and remote data access is provided via telephone lines and modems to a

remote laptop portable computer. The remote can be used to reprogram schedules, to

change program parameters and operating modes, or to query the system for and print
out the most recent ionogram, the last 24 hours of foF2's or many other data sets.

THEORY OF OPERATION

During the 1960's and 1970's several variations in sounding techniques started moving signifi-
cantly beyond the basic pulse techniques developed in the 1930's. First was the integration of sev-
eral pulses transmitted at the same frequency. This increases the signal amplitude coherently while
noise and other uncorrelated signals integrate incoherently giving an increase in signal to noise

power of N2 /N when N pulses are processed. For coherent processing the integration time is limited
to the interval over which the signal undergoes a phase shift of 90 degrees, unless a full Doppler in-

tegration (Fourier transform) is performed on the time domain signals, which allows spectral domain
coherent integration of several hundred pulses (reference 4). Another technique FM/CW or chirp
sounding (reference 6) was the most radical departure from pulse sounding since it involves a 100%
duty cycle transmission and a great deal of signal processing gain. Since the transmitter is always

on, the receiver and transmitter must be separated by a sufficient distance to avoid overloading the
receiver amplifiers and mixers, typically several kilometers, but more often these systems are used
for oblique propagation over 100's to 1000's of kilometers. The linear frequency sweep (e.g. 100
kHz/sec) converts propagation delays to frequency offsets, therefore the height of the ionospheric
reflections is directly proportional to the frequency offset between the received signal and the cur-
rent transmitted signal. The frequency difference is on the order of 70 to 500 Hz (corresponding to

0.7 to 5 milliseconds) and can be detected by spectrum analyzing the received baseband. A third
general technique is to stretch out the pulse thus increasing the duty cycle so it contains more en-
ergy, but modulate it with an internal phase code to retain the height resolution of a shorter pulse

(reference 7). The critical factor here is the correlation properties of the internal phase code which
could be a Barker (reference 8). Huffman (reference 9), Convoluted Codes (reference 11), any of sev-
eral "maximal length" shift register codes (reference 12) or Golay's Complementary Series code pairs

(references 10 to 13). The internal phase code alternative has just recently become economically
feasible with the availability of very fast microprocessor and signal processor IC's. Another new de-
velopment in the 1970's was the coherent multiple receiver array (reference 4) which allows angle

of arrival/incidence angle to be deduced from phase differences between antennas by standard in-
terferometer techniques. Interferometry is invalid, however, if there are multiple sources con-

tributing to the received signal. This problem can be overcome as in the DOS 256 by first isolating or
discriminating the multiple sources before applying the interferometry relationships, but this tech-
nique is beyond the scope of the current paper.

Except for the FM/CW sounder which operates well on 10 to 100 watts (peak and average

transmitter power), the above techniques and cited references typically erploy a 5 kWatt to 50
kWatt peak power pulse transmitter. This power is needed to get sufficient signal strength to over-
come an atmospheric noise environment which is typically 20 to 50 dB above thermal noise. Fur-
thermore, since ionogram measurements require scanning of the entire propagating band of frequen-
cies in the 0.5 to 30.0 MHz ftF band, the sounder receiver will encounter broadcast stations, ground to

air communications channels, HF radars, ship-to-shore channels and several very active radio ama-
teur bands which can add as much as 60 dB more unwanted signal. T'lrefore, the sounder signal
must be strong enough to be detectable in the presence of these large intrfering signals. A coherent
pulse sounder must have a broad receiver bandwidth to maintain the capability to accurately mea-
sure heights. This broad receiver bandwidth also complicates the move to lower transmitted power

since the received external noise/interference, which is the largest noise source in the system, in-
creases proportionally with increased bandwidth.
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The Portable transmits only 300 Watts of pulsed RF power but compensates for this by long
Doppler integration (up to 512 pulses) and by digital pulse compression, achieving a total of ap-

proximately 30 dB of signal processing gain. The signal processing incorporates two of the advances
of the 1960's and 1970's by usina both pulse compression and Doppler integration. The pulse com-
pression allows using a longer transmitted pulse, which increases the signal energy, while maintain-
ing the height resolution of a shorter pulse. In order to have a monosatic system the transmitted
pulse is turned off by the time the first E-region echoes arrive at the receiver which is about 700
issec after the beginning of the pulse (see Figure 1). Also the pulse repetition frequency is limited
by the longest delay of interest which is at least 4.5 msec, corresponding to a 600 km propagation
delay plus 500 ILsec to receive the coded pulse. We selected a 533 Itsec pulse made up of eight
66.67 psec phase code chips which allows detection of ionospheric echoes starting at 80 km altitude.
We chose a highest pulse repetition frequency of 200 pulses/sec which allows reception of the entire
pulse from 670 km altitude before the next pulse is transmitted. This timing captures all but the
higher multihop F region echoes which are of little interest anyway. When longer receive intervals
are desired, the system can be operated at a 100 or 50 Hz pulse repetition frequency.

The received signal is usually a superposition of several phase coded echoes reflected at vari-
ous ranges as depicted in the computer simulation of an eight chip Complementary Series waveform
shown in Figure 2. The overlapping signals can be resolved by pulse compression processing (Figure
3) but energy reflected from any given height will leak or spill into other heights to some degree as a
result of channel induced Doppler, imperfections in the phase code and/or imperfections in the phase
response of the transceiver. Several codes were simulated and analyzed for leakage from one height
to another and for tolerance to signal distortion caused by filtering. The pulse compression algorithm
is a cross-correlation of the received signal with a unit amplitude replica of the code known to have
been sent. Therefore it is the leakage properties of the autocorrelation functions which are of inter-
est. The results of a simulation program run on a VAX computer for several different codes are
shown in the following figures:

a. Complementary series (Figure 3) i, /
5bo o g

b. Periodic M-codes (Figure 4). / T.

c. Non-periodic M-codes (Figure 5). F,

d. Barker code (Figure 6). Tg 0,5

e. Kasami sequence (Figure 7). T: - 6o0 s
Tf= 35.as

Figure 1. Time Window for Monostatic
Transmission and Reception

a.2

-0.15

-0.05 -

0-

TIME I0. -i.l TIIl Ill mE( c)

Figure 2. Simulated Reception of Band Limited Figure 3. Simulated Complementary
Complementary Coded Pulses after Coded Pulses after Pulse
Multipath Propagation Compression Processing

Since only the Complementary series provides a mathematically perfect pulse compression (i.e.
no energy is leaked into other heights) we selected this phase code scheme for the Portable. it does
so by summing the pulse compressions (cross correlation functions) of two different codes transmit-
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tions) of two different codes transmitted suc-
cessively which have exactly the inverse .0

leakage of each other. Therefore the leakage
at spurious heights cancel out; however this '--4\
technique is sensitive to high Doppler shifts 50 V
because it requires phase stationarity over a
period of 5 msec (the interval from one pulse 0 •
to the next). This could be a concern but the -50o
low leakage properties of the code are main- ------ -------
tained "fairly well" up to ±25 Hz Doppler -10M.
shifts. "Fairly well" means that the largest
code leakage (spurious amplitude leaking into 2
a neighboring range bin) is at one point 5
heights away from the actual height where
the leakage is 19 dB below the peak. All ds,0 " - ,e
other heights are contaminated by less than -
28 dB at 25 Hz Doppler. FlgUe 9. Received Pulses In Loopback Mode

Figure 8 is a block diagram of the Portable system. Figure 9 shows the result of the pulse com-
pression performed with this system in a loopback self test configuration (i.e. the propagation chan-
nel was 2 m of coax cable and an attenuator). The code leakage due to signal distortion in the system
was a maximum of 27 dB below the compressed pulse but some of this spurious response is leakage
of the transmitter's local oscillator which is normally off during the reception period (note the
pedestal on which the compressed pulse sits). In actual operation we don't see code compression
sidelobes until there is a SNR of 36 dB.

SYSTEM CONFIGURATION

Except for the Zenith Z-184 laptop portable computer (for human interface), the batteries, the
external frequency synthesizer (either a PRC-104 military HF radio or a parallel BCD controlled com-
mercial frequency synthesizer), and the transmit and receive antennas, the entire configuration of
the portable is shown in Figure 10. Some specifics about system components are:

I) The receive antennas are electronically switched from right-hand to left-hand circular
polarization between pulses by control signals which are multiplexed with the DC power
and the RF signal on , single coaxial cable.

21

DC/DC Converter
16MH7

300 Watt PA X'I IF

Receiver

Antenna

10 Watt Driver Switch PRC-104 Interface

Transmitter

Digitizer Rate
Spacing

Single Board Computer Frequency

Signal Processor H
__________________________H ard

DC/DC Converter Disk

Synthesizer & Laptop Display External Face Height = 6.5"
Figure 10. Portable sounder chassis layott
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2) The double conversion receivers employ electronically tuned front end filters of 5% to

10% bandwidth to improve sensitivity.

3) The A/D converter is a high speed complex sampling 12-bit circuit built on a PC board in-
stalled in the computer backplane.

4) The signal processor is a commercially available board based on the Texas Instruments

TMS320C25 (a 10 million instructions per second digital signal processor) which performs
the Doppler integration at each range using an FFT algorithm.

5) The CPU and all input/output control is provided by an IBM AT compatible single board

computer which is located in the system chassis.

6) DC/DC converters allow the entire system to be powered by two 12 volt batteries.

The ionograms resulting from the portable can be stored on magnetic disk or printed on site.

The automatically scaled ionogram in Figure 11 was made with the Portable sounder, which was de-

veloped for the US Army Communications - Electronics Command. The amplitude, wave polarization,

and binary Doppler shift (i.e. positive or negative) can be visually read from the printed ionogram as

well as the standard height versus frequency electron density profile. The automatically scaled

ionogram parameters are printed within one minute after the end of the ionogram transmission. For

the Army's application it was desirable to compute the MUF value for various range communications

channels. These values for 50 through 600 km are displayed along with the layer heights and criti-

cal frequencies in the text portion of the ionogram printout.

TEST RT T1.TS

A two day continuous test was undertaken during which we ran a DGS 256 side-by-side with

the Portable. The DGS 256 transmitted 10 kW peak power on a 160 ft (50 m) vertical rhombic an-

tenna and re.ceived on 7 in-phase (i.e. forming a vertical beam) magnetic loop receiving antennas.

This configuration ensured a high quality standard against which to measure the performance of the

Portable. io, comparison, the Portable transmitted 150 W peak RF power on a 40 ft (12 m) high ver-

tical log-periodic antenna and received on a single active crossed dipole antenna (2 m dipole length).

The foF2 .alues automatically scaled on the Portable system during that period were compared with

manually verified values from the DGS 256. Although the Portable's ionograms were noticeably

weaker than the DGS 256's, correct scaling (within 0.5 MHz) was achieved in 81% of the ionograms.

Furthermore, the majority of these errors were due in part to the automatic scaling program since

-i i- - -

0-40-t- '- s.
" ..... . .... .

.. -- , -,L - t " .

- - -. ,- ...- , . 5t(--.. g -

. , . ... . ... . .0 a 03

Fgr1 . S d 'b ,

Dc .9, 198 ., W" M 1 Z
. , .5"d : '- " ... Fi~i,.,-0 .;: jj ... -. :"2' . -- .....: .. ... :" !.... :1- - - --... ... ."

- t -,,,.h 'lmg ./; , - .. ,. . -' 2 ..- " a .. ... " --..... -:- - - - - - - h ..-

• j, I -.. : ttt!. ,. :.t , ,tU~tt~~t~ :rfs , .~lt!I :t :&5S~tE~

Figure 11. Scaled Portable HF Pulse Sounder lonogram

Dec. 9, 1988, Westford, MA, 14:19 Z
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manual scaling of the foF2 from the portable system's data was possible in all but 2% of the cases.

Some major improvements in the scaling program are currently underway which directly address

the problem of scaling weak or broken traces correctly.

We also compared performance of our recently developed transportable vertical log-periodic
antenna with that of a horizontal folded dipole and with the 50 m vertical rhombic antenna. The

rhombic provided 6-8 dB higher signal to noise ratios than the vertical LPA while the dipole was
equivalent to the vertical LPA at its resonant frequencies but had deep nulls near its antiresonant
frequencies.
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CORRECTION OF IONOSPHERIC EFFECTS
FOR THE PRECISE ORBIT DETERMINATION OF SATELLITES

F. Foucher, R. Fleury, P. Lassudrie-Duchesne
Centre National d'Etudes des T16communications

LAB MER/GER, 22301 Lannion, France

SUMMARY

In a near future, space missions In altimetry, geodesy or precise positioning will
often require satellite orbits to be determined with subdecimetric accuracies. In orbit
determination systems extensive use Is made of Doppler measurements performed on radio
signals propagating between the satellite and ground stations. Such systems, however, are
highly sensitive to propagation errors brought about by the atmosphere. In this paper the
effects of the ionosphere on Doppler measurements is assessed and a model of the ionospheric
error is described. A correction scheme is examined for orbit determination systems based on
Doppler data. Particular emphasis is placed on the post-processing of the Doppler data from
the DORIS system, a precise orbit determination system designed for remote sensing
satellites of the new generation. Simulation results show that the major part of the
ionospheric error can be removed by model correction.

I. INTRODUCTION

Satellite orbits are usually derived from Doppler frequency shift measurements
performed on radio signals propagating between ground stations and the satellites. Doppler
measurements are however affected by these parts of the atmosphere where the refractive
index is different from unity, i.e. the troposphere and the ionosphere. This paper deals
with the assessment and correction of ionospheric errors on the Doppler data used in orbit
determination systems. The ionospheric error can be conveniently expressed as a power series
expansion in the inverse of the frequency. By using two-frequency systems, the first order
ionospheric error term is usually eliminated. However, the relative weight of the higher
order terms is then increased. The latter terms (mainly the 2nd and 3rd order terms) can be
compensated for by model correction [Clynch et al., 19791, [Lassudrie-Duchesne et al.,
1986]. The inputs to the correction model are values of the Total Electron Content (TEC) of
the ionosphere defined as the number of free electrons in a column of ionosphere parallel to
the ray path and of unit cross-section. Also examined is an algorithm, currently under test,
aimed at deriving TEC values from two-frequency Doppler systems. Particular emphasis is
placed on the post-processing of the DORIS Doppler data. The DORIS system will be a precise
orbit determination system consisting of about 50 transmitting ground stations together with
a space borne platform that will collect dual frequency (400/2000 MHz) Doppler data and
transmit them back to earth. The DORIS system is to be operated on remote sensing satellites
of the new generation, among them are the imaging satellite SPOT-2 and the French-US ocean
altimetric satellite TOPEX/POSEIDON.

2. DOPPLER SHIFT FOR TRANSIONOSPHERIC PROPAGATION

A general expression for the Doppler shift of a CW wave propagating on a
transionospheric path is :

f . Lf dP ws

c dt with -()

where c is the speed of light in vacuum, P the phase path length, n the real part of the
refractive index of the ionosphere and 8 the electromagnetic ray path.
As a consequence of the satellite motion, S is a function of the time t.

Denoting by L the straight-lined path between the satellite and the ground station,
the phase path length can be expressed as :

P-f dt + fL (n l)dt + (fSnds - ftndt)
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or

P - I, + f (n-l)d + R (2)

I s* the true range (assuming that corrections have been made for all other biases, e.g.
clock biases and tropospheric delays). The second term in eq.(2) arises as a consequence of
the refractive index being different from unity. The tsm IX is due to the curvature of the
ray path. The refractive index of the ionosphere is given by the hppltton-Hartree formula
[Sudden, 1966]. For frequencies above 100 M/z, it can be expanded into a power series in
1/f :

X XIYL i y
2  X Y,2 1 '

T + .. .- +01-! (3)

with X -N. lc/f 2 and Y-. (f 5 /f)cos$ t; s the electron density of the ionosphere ; f,
the gyrofrequency of the electrons in the geoagnetic field B0 ; 0, the angle between the
geomagnetic field and the wave vector - ± 1 according to the propagation mode, Inserting
eq.(3) into (2) yields :

p- I + - + n- + - + R + 0 ()
fZ fP fe'

with

e, eft N. £-aI I f-fN. d

92 -b illN SOI cosO Id* f3 -c, ft NZ.di + C, L~ t4*B2'cos 29dg

R -S nd-e - ftndt

where a, b, c, end c2 are constants. I is the ionospheric Total Electron Content (TEC)
defined as the number of free electrons in a column of ionosphere parallel to t and of unit
ctoss section. The terms t, 2 , t3 and R appear as perturbation terms to
Ltinduced by the ionosphere. Typical values of these terms are given in fig. 1.

The Doppler shift can be deduced from eqs.(l) and (4)

f dt I dc ci d 13d faR (1R

4f ; . -- W- - -- - - +(5)

ge error
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the polarization of the rcseived OC
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The first term in this expression arises solely from the satellite motion : it is the
Doppler shift that would be observed if the ionosphere were removed. The terms next to it
are perturbation terms of orders 1, 2 and 3 respectively. It can be shown by simulation that
the R -dependent term is of order greater than 3. The first order term is seen to be
proportional to the time derivative of the TEC. As will be shown in the following, the
latter parameter can be measured by using two-frequency systems.

In two-frequency orbit determination systems, Doppler shifts 4f. and 4f, are
measured at the upper and lower frequencies fu and ft respectively. Expressions for Af. and
Af4 can be obtained by truncating eq.(5) to the first order

f.dL0 1 di,
Af .

c dt Cf. dt

(6)
f, d4 I di,

c dt cf, dt

where e at are first order estimates of L0 and it'

The differential Doppler Afd is defined by

f
Afd . Af.- Af* (7)

Putting eq.(6) into eq.(7) yields

Cd d, di
Sdt - t (8)

where i isa first order estimate of the TEC and Cd - - .1)

Eq.(8) shows that the time derivative of the TEC can be estimated from two-frequency
Doppler measurements.

3. TEC EVALUATION FROM DOPPLER MEASUREMENTS

3.1. Basis of the method

As will be exemplified below, the TEC is a key parameter for transionospheric
propagation models. The TEC along any ground station to satellite path can be calculated
from eq.(S) only to within an unknown integration constant. This constant cannot be
determined unless more data are used [Leltlnger et al., 1975) or some assumption is made on
the space variations of the TEC (Lasudrle-Duchesn., 19861. In this section a method is
described to evaluate the TEC in the vicinity of the satellite track when a sufficiently
dense network of Doppler ground stations can be used. The method makes use of reasonable
assumptions on the TEC space variations while requiring only limited overlap regions between

contiguous stations.

A portion of the satellite orbit is depicted schematically in fig. 2. For the sake
of clarity, we shall assume the orbit to be circular with a non zero inclination angle. The
latitude of the satellite 0. can thus be used as a parameter for the satellite position.
Doppler ground stations Ct (I - 1,...,p) are assumed to tvack the satellite during time

intervals [t1t,t 2 j). For each station, eq.(8) takes the form

d I
..(I,,]- d, (9)

td
where Ij is the slant TEC (estimated to the first order in 1/f) along the path S-Ge and

Afdt the Doppler shift for this path.
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G, r, rro

Fig. 3. Conversion of slant TEC to vertical
TEC by means of the obliquity factor

Fig. 2. Satellite orbit with ground stations secX. The slant TEC along C-S Ls
(schematically). Data from stations converted into a vertical TEC at the
yielding overlapping ionospheric subionospheric point of the path of
traces are processed together in altitude ra. The zenith angle at this
order to derive the TEC. point is Xa.

The slant TEC can be converted into vertical TEC by means of an obliquity factor
(Leitinger et al., 1975] defined as :

K - N secX dr N dr (10)

where r. is the geocentric altitude of the satellite, r0 the earth radius and X is the
zenith angle of a current point along the path (fig. 3). K depends in general on the
variations of N. along this path. However, simulations show that a mean value can be used
for the secx factor in eq.(l0) which corresponds to the zenith angle X. of a particular
point on the path refered to as the subionospheric point. The altitude r. of the
subionospheric point Is found to be roughly constant : re - r0 + 400 km. The vertical TEC
defined by eq.(10) is then calculated at the position of the subionospheric point. Thus, for
the I-th path a subionospheric point of coordinates (r*,ei) is defined and the slant TEC
along the path can be converted to a vertical TEC at the latitude e - Oei by

Isj - Ki.I 5V ; with Ki -sec (11)

Solving eq.(9) together with eq.(ll) yields

Ii(o) - at(0) + bi(e).ci (12)

where e denotes the latitude at the aubionospheric point, ci an unknown integration

constant, a6 (O ) and b6 (e) coefficients defined by

1 r(a) di d'r
) Cd Ki(e) Jt(00

(13)Kt(eo1 )

bj(G) - Ki(e)

with 901 an arbitrary initial value for the latitude. The sol. nons !iven by eq.(12) hold
only for 6 E 8j with 8 the interval of subionospheric point latin, ;orresponding to the
observations from the 1-th station. Let us now make the assuartion L.. the vertical TEC is
approximately Invariant In longitude over distances typical of the separation between the
subionospheric points and the satellite track, i.e. a few hundred kilometers on the average.
With this assumption, we can define a unique function 1v that represents the TEC in the
vicinity of the satellite track. The function I. must be such that :

1(9) - Iv() for o E O , (I - 1,....p) (14)

In practise, we shall restrict 0 to a latitude interval e made up of overlapping intervals
of observation Oj (fig. 4).
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Fig. 4. Definitions of the intervals
8i and 89. Ths subionospheric
points corresponding to the
i-th station belong to a
latitude interval S i . A G
group of overlapping 8 form
an interval 8. The TEC is
derived on the whole
interval a by processing
together all the data from
the same group.

longitude

Since the coefficients ci are unknown. I, will in general be undetermined unloss

some assumption can be made upon it. We shall therefore assume that I, is a derivable

function of 0 with a continuous derivative I.. Since a number of measurement and modelling

errors have been neglected so far, I. cannot be determined in an exact manner. It is shown

in the Appendix that a function I, can be found that approximates 1v in a space of finite

dimension.

3.2. Simulation results

In order to test the TEC evaluation algorithm, simulations of Doppler measurements

were carried out by using the expected trajectories of SPOT-2 and the planned DORIS ground

station network. TEC data were simulated by integrating density profiles from the Bent model

[Llewellyn and Bent, 1973]. Doppler data were computed for successive satellite positions
with a repetition rate of 30 seconds (the actual repetition rate of the DORIS measurements

will be about 10 seconds). The TEC evaluation algorithm was then applied to these data and

values for the calculated TEC i, were derived. These values were then compared to the actual

vertical TEC Iv  that was found at the subionospheric points and an evaluation error was

derived. This process was repeated for each group of overlapping intervals of subionospheric

points. An overall error was finally computed for the whole satellite pass.

Results are shown in fig. 5 for the case of a longitude invariant TEC. The
calculated TEC is then in good agreement with the data. In order to test the stability of

the algorithm, the same set of Doppler data was used with an added 10 0 random noise. The

results, shown in fig. 6, are found to be almost insensitive to the noise in the data.

Results are shown in fig. 7 and fig. 8 when the assumption of a longitude invariant

TEC Is no longer valid. It can be seen that although the calculated TEC can be in error of

as much as 20 1, the general features of the data are still reproduced correctly.
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4. MODEL CORRECTION OF IONOSPHERIC BIASES

4.1- Residual errors in a two-frequency system

Letting f - f. and f - ft in eq.(4) and solving with respect to L, yields

- + + k3+ A,+ o( L. (15)

with

f.f* (f2 - fj)

1

fu f--- , (16)

f2 -u fjR,f2 f~

Typical values of A2, A3 and A. are shown in fig. I for the DORIS 400/2000 MHz

system. In the following, we will denote by X3 the sum of all terms of order ; 3

X + X1 + 0 (17)

In the next sections models for A2 and X3 as functions of the TEC are described.

4.2. Models for the 2nd and 3rd order terms

Starting from the expression of A2 given in eq.(4)

f2 - b fL N.Bo lcoseldt

an altitude r can be found which satisfies the following equality

ft N.BIcosldf- (B0 Icosl)r ft Nedf

or equivalently

-. (BoIcOs5O)r b (18)

r depends in general on N. However it can be shown by simulation - using a Chapman profile

for N. and the IGRF-1980 geomagnetic model - that eq.(18) holds with a good approximation

for r - re, i.e. the altitude of the subionospheric point. By combining eqs.(16) and (18) a

model for A2 is obtained whose output is

" fl " fu b1 2 " f" fo , ( , .U . d, ) a (B a0 ,c o *G ), .e l (1 9 )

with r, - r0 + 400 km. The input of the model is 1 which is deduced from the TEC

evaluations performed above.
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A model for the term A3. can be derived by using a method similar to that proposed by

Clynch er al. (1979). Accordingly, a variable P is defined as

p - / (20)

A set of p values has been computed by simulating a satellite on a 1200 km circular

orbit. The phase paths of signals propagating between the satellite and a ground station

have been calculated by assuming a Chapman electron density profile with a scale height H

given by 
:

H -
H  

for h 4 hNF2

H0 + 25 km for h > hV2

The simulation cases were :

fc - 5 ; 8 ; 11 14 Hz

h.- 250 ;300 ;350 ki
HO - 40 50 ; 60 km

E- 5 ; 10 ; 15 ... 90

with fc the critical frequency of the ionosphere, h. the height of the ionization maximum

and E the elevation angle of the satellite at the ground station.

A scatter plot of the computed values of p as a function of the elevation angle

shows that the data points are spread along a band of small width, making it possible to use

a curve fitting method to model their variations. A polynomial regression algorithm was thus
applied to the data. The resulting best fit was found to be

k-5

P(E) - 10
"6 

1 ckE" (21)

k-0

with : c. - 54.3136 ; c, - -2.3512 ; cz - 5.3717x10
"2 

; c3 - -5.1450xl0
"
'

c, - 1.3141x10
"6 

: c5 - 4.8280xl0
" 9

.

Hence, the 3rd order term model

O (E) £
2
/f' 22

4.3. Evaluation of the model

By taking eq.(17) into account, eq.(15) can be rewritten in the form

1" L5 + \ +
.

3 . (23)

The Initial (uncorrected) range error in a two-frequency system is

- Ll - \ + it (24)

The total range estimate resulting from model correction is

4- + A + MR(25)

Let us denote by Xi and Xl the residual errors of the 2nd and 3rd order term models

respectively

T a2

The total residual range error is

x,- .- . + >i. (26)
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The evaluation of the correction model has been carried out by using simulation
data. The results are shown in fig. 9 for the DORIS system. The uncorrected range error can
be as high as 12 cm at low elevation angles. The corrected range error has been plotted
assuming various biases on the TEC estimate. The case corresponding to no TEC bias yields
the ultimate limits of the correction model. In this case, the range error can be brought
down to less then 1 cm.

USD5 error (em)

£2 Fig. 9. Evaluation of the correction model
for the 400/2000 MHz DORIS system.

iO Range error vs. elevation angle of
the satellite. Simulation data apply
to a mid-latitude station. Highest

08 curve (dotted area) shows the
uncorrected error. Lower curves
correspond to a systematic biais of
50 % (hatched area) and 20 %
(cross-hatched area) in the TEC

04 evaluation. The lowest curve (black
area) is for a perfectly determined
TEC and shows the limits of the

L : model.

OD 20 40 60 so so s0 yo 0 OD
a*vsuon (degre..)

5. CONCLUSION

The accuracy of orbit determination systems based on dual-frequency Doppler

measurements can be considerably increased by model correction of the 2nd and 3rd order

ionospheric error terms. The magnitude of the residual corrected range error depends on the
availability and accuracy of the TEC data for the satellite to ground station paths.
Simulation results show that sensible range error improvements can be achieved even when the

TEC is assumed to be imperfectly determined. When the TEC is perfectly known, the model can
correct about 75 a of the ionospheric error. This gives, in the case of the DORIS
400/2000 MHz system, an ultimate bound to the ionospheric error of less than I cm.

Relevant TEC data can be derived from differential Doppler measurements on condition
that a sufficiently dense network of ground stations exists so as to allow a certain amount
of overlap between measurements from one station to the next. For sparse portion of the

station network, such measurements may have to be complemented by TEC data from other
sources. The need for complementary data (e.g. from statistical TEC models or other systems)
and the way these data could be incorporated in the data bank still remains to be
investigated in detail.

APPENDIX

Derivation of the vertical TEC in the vicinity of the satellite track

A distance can be defined in the space of the functions Iv by means of the norm

P

- 1-1 J (l1, + Iv') dO (A.1)

The coefficients aj(
0
) appearing in eq.(13) are derived from the Doppler measurements. They

can be regarded as the components of a data-vector a

a - (A.2)



33-10

A norm can also be defined in the space of data-vectors by

P

hal
2

- (~+ a-2) dS (A.3)
1-1 f i

The scalar product associated to this norm will be denoted by <..>.

Since a variety of measurement and modelling errors have been neglected. I. cannot

be determined in an exact manner. Instead, we shall look for a function i. that approximates

I,. In order to keep the calculations tractable, we shall look for i. in a space of finite

dimension. This can be done in the following way :

Let 
8
A, (k - 1,...,n) be the knots of a mesh defined on 0 in such a way that each 8 i

boundaries belong to the mesh (fig. Al). The function Iv will be required to be a 3rd order
derivable piecewise polynomial with a continuous derivative

k-n

Z (xk. ,t + XZAP) (A.4)
k-l

where OA and IPA are basis functions in the space of such 3rd order piecewise polynomials on
6 (fig. A2). Then, approximate data-vectors can be defined as

a - (A.5)

with

k-n

-i bi ci Z (x2ki1
4
5 + X25P*) -bici (A. 6)

k-l

forO E Eli, (I -1, ..,p).

r '7, F /' I - Fig. Al. Example of mesh defined on the

f ti - - -I - - latitude interval e.

02

Fig. A2. Basis functions in the space of derivable
3rd order piecewise polynomials with

continuous deivative.
0.

6
k

Let Tk - ('- then

on
0 - 0L / " +1 (1"Tk)2(1+2rk) on [Ok.Ok.I]

-) +0 elsewhere

0, -1. - (lrk. l1 ) (Ok'on k. ok., 9
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Hence the basis functions of the data-vectors

e 2 ,. - 1 (k- 1,...,n)

(A. 7)

0

e,.,t - bA (k - 1. p)

0

k--n

Thus, any ; can be written as :a - XeA (A.8)
k-i

with m - 2n + p. A necessary condition for I .,
- 

Iv is that a a, or equivalently,

Ia-al min. i.e. (a-a) should be perpendicular to every basis vector ej :

<a-a,ej> - 0 (j - i ) (A.9)

The components xk of a are thus the solutions of a system of m equations with m unknowns

k-m

Z X <e ,ej> - <aej> , (J - 1..) (A.I)
k-1

It can be shown that a -* a when n -4 o, i.e. when the mesh size is reduced. Then,

I -4 I, on condition that the intervals Oi are overlapping.
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DISCUSSION

L. BOSSY, BEL
English Translation

Evaluation of the TEC enables an approximate allowance to be made for the f-
3 
term in

the Doppler effect. For downstream terms, the physical parameters required must take
into account the shape of the profile, which is not the case with the TEC. What is
your opinion?

AUTHOR'S REPLY
English Translation

It is true that the term 13R does not only depend on the CET but also, to a lesser
extent, on the profiles of the electronic concentration crossed by the electromagnetic
ray. Examination of the various components of 13R shows that we can expect the term
R to be more sensitive to the shape of the profile. This was clearly confirmed by the
simulations we made using different profiles all from the same CET.

Figure 1 shows that the term R (or XR) is generally low, except possibly at low angles
of elevation. A the angles of elevation which interest us (i.e. E > 100), the
influence of the profile on the term 13R (or X3R) is negligible.
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THE USE OF BROADCAST SIGNALS FOR PASSIVE SENSING IN
AUTOMATED HF COMMUNICATION SYSTEMS

by

N.G.Riley
Hull-Warwick Communications Research Group

University of Hull
Hull HU6 7RX

UK

Abstract

The use of passive sensing for derivation of HF system control data has advantages over active techniques
from both tactical and spectrum conservation points of view. In this paper methods are described by which
ionospheric data may be derived from passive sensing of the HF spectrum. Data derived using these techniques
may be used in the operational decision process to control automated hf communication systems. The
techniques described are facilitated by the availability of powerful, low-cost signal processors and fast tuning
receivers allowing a high level of signal processing to be performed in real time.

I . Introduction

The purpose of this paper is to present a number of concepts relating to the general topic of passive sensing
of the HF spectrum as an aid to real time control of HF radio systems. The concepts and work described
represent one of a number of themes being pursued by the Hull-Warwick Communications Research Group
based at the Universities of Hull and Warwick.

The feasibility of implementing the techniques described has been dramatically increased by the current
availability of cheap and powerful digital signal processors - HF signals and noise may now be analysed in
real time in both the time and frequency domains using equipment which does not increase the overall cost of
the communication system significantly.

The paper describes work on three aspects of passive sensing:

a) The design and development of a new HF propagation monitoring system which may be used for
both experimental and operational purposes.

b) The development and comparative testing of a low cost 'chirpsounder' receiver.

c) The extraction of system control data from passive sensing of broadcast transmissions and HF
interference/noise.

2. Channel Evaluation Methods

Over the past five years automated HF systems have developed from the primarily experimental stage [Elvy
19851 to the point where several companies are offering complete communication systems (Eg Harris
'AUTOUNK' Series RF-7100, Andrews Corporation COS) in addition to those systems developed for military
use (Eg Plessey AICORN system, Marconi ASSATS system).

A vital component of any automated HF system is the frequency selection sub-system. Careful frequency
selection is necessary to maintain communication on frequencies which are both supported by ionospheric
refraction over the desired path and are free from interference and give adequate signal to noise ratio (SNR).

Automated HF communication systems commonly use propagation modelling and real time channel evaluation
JDarnell 1983J to fulfil these needs.

Propagation models may range from simple empirical models such as MINIMUF-3.5 lRose & Martin 19781 to
more complex models [Davy et al 1987, Dick 1987. CCIR Supplement to Report 2521 based on the use of the
full CCIR numerical maps of the ionosphere ICCIR Report 3401. These more complex models often require
the use of a 386 processor-based personal computer for their implementation. In some systems [Reilly &
Daehler 1985 for example] the model may be updated using current ionospheric sounder measurements to
improve accuracy. These model updates may be disseminated periodically over an additional HF system (Eg
Prophet [Sailors 1984]).

In order to put into perspective the use of passive sensing of the HF spectrum for control of automated
systems, it is instructive to consider the variou types of real time channel evaluation (RTCE) systems currently
in me:

Active RTCE:

Signals are radiated specifically for reception and analysis by the system to determine the channel capacity
of a number of candidate channels. These radiated signals include various types of oblique ionospheric
soundings (Barry Research Chirpsounder [Barry & Fenwick 19751), Channel Evaluation and Calling
(CHEC) IStevens 19681, pilot tone systems (Andrews Corporation, COS [Parkins & McNamara 19891) and
systems which simultaneously radiate on several channels (Eg Marconi ASSATS).
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Link Qouality Measurmes or Paslve RTCE

Here, channel quality data is derived from measurements made of some parameter of the received
operational traffic. The mont useful indicators of channel quality are those parameters closely related to
the way that the message signal is coded. such as signal to noise ratio, zero-crossing analysis [Shaw et at
19681 or phase error measurement on DPSK transmissions [Riley 19871.

These techniques are refered to as Passive RTCE since they do not require radiation of probing signals
and hence help to minimise congestion of the HF spectrum.

Noise Assessment

A further type of measurement. closely related to Passive RTCE consists of determining the relative
channel capacity of a number of channels by assessing the level of background noise and interference on
each channel. Measurements may be performed on a set of channels which are allocated to the system
but not currently in use. Several systems (eg Andrews RTFM and [Elvy 1985]) employ channel selection
schemes based on a ranking of channels derived from both current and historical measurements.

This paper describes progress and work being carried out at the Universities of Hull and Warwick on several
aspects of a further class of measurements, where general propagation data may be derived from passive
sensing of the HF spectrum and applied in a number of ways to the control of automated HF systems.

The work primarily centres around the use of measurements of broadcast signals of various types hut also
includes an investigation of the usefulness of measurements of noise and interference.

3. Enabling Technologv for work on Passive Sensine and RTCE

The current interest in passive sensing techniques is driven by the recent availability of cheap, fast tuning
computer controllable receivers, powerful personal computers and low-cost signal processors. This equipment is
now available at a cost which is a small fraction of the cost of the radio system itself and therefore becomes
commercially attractive. Use of this technology is central to current work at Hull and Warwick on efficient
coding and multiple-access methods ad modem design in addition to the work described in this paper.

The particular equipment standardised for most of these studies is as follows:

Receivers/Transceivers: ICOM ICR7IE I IC735
Computer: Various 286- and 386-based PC compatibles
Digital Signal Processors: Texas Instruments TMS320-C25 with Loughborough

Sound Images (LSI) development system
Stand-alone processors: STE rack system

The following sections outline three areas of study: Propagation Monitoring System. Low-cost Oblique Sounder
Receiver and derivation of system control data from HF spectrum monitoring.

4. HF Propavation Monitorin System

The Propagation Monitoring System [Darnell et at 1988, Darnell & Hague t9891 was developed for CCIR
Study Group 6 with support from the UK Department of Trade and Industry. A prototype using only one
transmitter was successfully demonstrated at the Study Group 6 meeting in Geneva, 2-6 May 1988.

The system, when fully implemented, will consist of a number of broadcast transmitters worldwide which will
radiate a specially designed signal format on several frequencies in a given sequence.

The format of the signal, which is repeated every 12 seconds, contains elements which allow propagation
information to be derived from the received signal at various levels of sophistication. The signal format consists
of the following (See Figure 1):

ISK Preamble ( Second) 100 bits/gc

Allows initialisation of receiver AGC and provides a degree of tolerance to slight timing errors throughout
the system.

CW Identification Sequence (3.3 Seconds)

The higher of the FSK tones is keyed, for example with morse code, to provide identification capable of
audio interpretation.

Complemensary Sequences (0.53 Seconds)

Two 256-bit binary complementary sequences are transmitted at a rate of 1200 bits/sec. each followed by
an interval of 50 ms to allow for recovery from multipath propagation. Again the upper FSK tone is
used. Matched filtering at the receiver allows an estimate to be made of the channel impulse response
and therefore multipath structure.

FSK Reversals (4 "econita) 100 blitsse

This section allows characterisation of short-term fading (by use of a Law-assessor FSK demodulator),
estimation of SNR by comparing levels in the mark and space intervals and characterisation of
noise/interference by Fast Fourier Transform analysis of the signal received in the space intervals.



34-3

CW Signal (3 Seconds)

A further CW signal is transmitted to bring the total signal time to twelve seconds, after which a
frequency change takes place.

In a system operating with a number of transmitters, a frequency schedule is designed so that each transmitter
transmits continuous repetitions of the signal for a number of minutes before changing to its next frequency.
During this time the receiver will scan all transmitters several times, depending on the number of transmitters.
Figure 2 shows one possible schedule.

A data reduction system has been designed which dumps reduced data to floppy discs for subsequent analysis
at a central site.

The system is intended to be available both for use by the CCIR to aid production of a world HF
propagation database, and for use by individuals or organisations for experimental purposes or real time system
management.

Design information for compatible terminals is now available. In addition, a fully engineered version of the

system will shortly be tested.

5. Development of a Low-cost Chirosounder Receiver

HF propagation data may be derived for a system by reception of chirpsounder transmissions which are
radiated from more than 40 sites throughout the world. Given that the transmissions already exist, this
technique may be considered in some sense as a passive monitoring technique.

Since it is often not cost-effective to incorporate a Barry Research Chirpsounder Receiver into a small HF
system, a cheaper alternative has been developed [Jowett et al 1989] using the equipment described in section
3. The system has been shown to give a reliable estimate of maximum usable frequency (MUF) but currently
is not able to deduce the multipath structure of a link.

The chirpsounder detector consists of a matched filter and a threshold detector implemented on the
TMS320-C25 processor. The matched filter uses a sample rate of 8 kHz and 240 filter taps. The system
architecture is shown is Figure 3.

Prior to following a chirp transmission from a particular transmitter, the system performs an assessment of
interference on channels at 200 kHz intervals throughout the HF band. An attempt is made to replace any
channels suffering high levels of interference or noise with channels 10 Ilz and 20 kHz higher in frequency.
If neither of these additional channels are interference-free then the frequency step is eliminated from the list
of frequencies to be scanned for received chirp signals.

At the correct time. the system tunes ahead of the chirp sweep to each of the frequency steps in turn,
recording whether or not a chirp is detected on each channel. The output is given in he form shown in
Figure 4, from which an estimate of the MUF on the path between the transmitter and receiver may be made
by either manual or automatic means.

Trials have been carried out to compare the output from this system with a standard Barry Research
Chirpsounder Receiver with encouraging results. A typical example of results from a back-to-back trial is
shown in Figure 5. The upper part of Figure 5 shows an oblique ionogram from the Barry Receiver for a
path from Milltown, Scotland to Farnborough. England. The lower half shows the output from the Hull chirp
detector, where solid bars indicate received chirp signals. In both cases the MUF may be estimated at around
15 MHz with intermittent returns from sporadic E at frequencies up to 24 MHz.

Future development of the system could include the use of analogue filter taps, use of a wider receiver
bandwidth (3 kHz is used at present) with compensation for receiver characteristics and resolution of
multipath structure.

6. Extraction of HF System Control Data from Passive Sensina of Broadcast Transmissions and HF No
is
e

and Interference

One technique used by HF radio operators to assess the range of frequencies which will propagate over a
particular path is to tune in to known broadcast signals from transmitters in the vicinity of the far end of the
desired link. The technique relies on the skill and experience of the operator in chasing signals which may be
readily identified and whose source location is known.

For use to be made of this technique in an automated system, these acknowledged problems of positive signal
and transmitter site identification must be overcome. One way of at least partially overcoming the problems is
to try to impart to the system the knowledge and experience of the operator ie. to construct an expert
system.

The first step in such a process is to identify classes of signals which may be useful for passive sensing
purposes. These classes of signals may include:

a) Broadcast service transmissions.

b) Oblique sounder signals and signals radiated for propagation analysis purposes.

c) Standard time signals, beacons (eg Radio Amateur) and experimental broadcasts.

d) The HF occupancy spectrum
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Signals in class b) above were discussed in Sections 4 and 5 of this paper. Some ideas on the we of signals

in classes a). c) and d) are presented below.

6.1 Broadst Service Transmissions

Several techniques may be employed to try to overcome the problem of signal identification. the simplest and
least sophisticated is to chose "reliable" broadcast transmissions whose source location is known and which do
not generally suffer from co-channel interference at the receiver site.

An example of the use of such a carefully-chosen broadcast service is the reception in the UK of broadcasts
from Swiss Radio International, Berne on a suite of frequencies including 3985. 6165, 9535 and 12030 kHz.
When scanned sequentially these transmissions can provide MUF data in a form shown schematically in Figure
6. Short-term ionospheric forecasting agencies such as those run by FTZ in Germany and Marconi Research in
the UK monitor several such frequencies.

Other techniques for signal identification which require a higher degree of signal procesaing may include
speech/pitch detection to identify signals above noise and recognition of identification announcements and
interval signals or 'jingles", whose transmission schedules are known. These techniques have yet to be
investigated but it is anticipated that, using an expert system approach allied to a broadcast station database.
some progress may be made.

6.2 Nois Analyis

Many systems use an analysis of noise and interference on specific channels as part of a frequency selection
procedure (See section 2 above). In this study a more general analysis is investigated where the spectrum of
HF noise and interference is analysed in a statistical way to derive general propagation information.

The noise and interference on which any analysis would be performed is that arriving at the receiver over the
whole HF spectrum at a particular instant. The noise and interference received in a given channel generally
consists of signals from a variety of transmitters at various ranges from which propagation is possible, in
addition to both manmade and natural radio noise propagated over similar paths. It may therefore be expected
that the area from which propagation is possible will vary both in size and location with changes in the state
of the ionosphere, characterised in particular by changes in the P2-layer critical frequency fOF2. Statistically,
therefore, the amount of noise and interference received may also be expected to vary with frequency relative
to foF2 at some point along the path.

The aim of the current study is to identify what. if any, general propagation data may be derived in real time
from a consideration of this noise and interference spectrum.

Several databases of spectral occupancy have been built up in recent years [Gott et al 1982, Wilkinson 1982
for example], of which that due to Gott and co-workers has relevance to conditions in the UK. Analyses of
this database have shown several features worthy of note [Wong et al 1985. Riley 19861:

a) The average power received varies frorw one user band to another, as expected due to the different
average levels of power radiated.

b) The occupancy falls off statistically at a frequency which is believed to be related to the MUF for a 4000
km path.

It is recognised that hf spectral occupancy varies considerably between, for example, the UK and the USA.
Conclusions drawn from an analysis of spectral occupancy in Europe should therefore be used with caution
elsewhere.

Any analysis of received noise I interference power as a function of frequency mist take account of the
differences in typical transmitter power in the various user bands. Figure 7 shows the median received
occupancy as a function of frequency for channels in the *Fixed' and 'Fixed and Mobile' bands for various
times of day. A shift in the high frequency fall-off is apparent.

Further investigation of this possible relationship will be pursued using a computer-controlled spectrum monitor
designed for the purpose.

6.3 Standard Time Signals and Beacons

Time signal transmissions and hf beacons may be used in a similar manner to broadcast services except that

they are in general easier to identify and the transmitter position is known - the identification problem
reduces to that of discriminating against noise and interference.

There are several well-known time signal transmissions of which the following are examples:

USA: WWV 5, 10. 15. 20 MHz (Male Voice)

WWVH 5, 10. 15 MHz (Female Voice)

Germany: NAUEN " 44.525 MHz

Hong Kong: 4.2. 8.5, 13.0. 17.1, 22.5 MHz

Spain: 6.840. 12.00 MHz

USSR: 4.996, 9.996 14.996
5.000, 10.000. 15.000
5.004, 10.004. 15.004 MHz

WWV and NAUEN are continuous transnissions whereas sone of the other signals are only trnsmitted at set
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times. For example the Spanish signal is radiated on 12 MHz from 10.00 to 10.25 and on 6.8 MHz from
10.30 to 10.55. In addition the digital transmissions such as NAUEN are easier to detect automatically. Again
this monitoring technique is expected to yield *snippets" of propagation information which may be incorporated
into an overall picture of prevailing propagation conditions, for example by the use of artificial intelligence
technAues.

HF beacons provide another source of propagation information, including the possibility of assessing the lowet
usable frequency using beacons which transmit at various power levels according to a predetermined schedule.

7. Summary

Work being undertaken on passive sensing of broadcast signals for control of automated hf systems has been
described, including development of two specific systems and ideas for passive sensing of general broadcast
signals and "noise". The tow-cost chirpsounder receiver and propagation monitoring system have both
undergone successful trials whilst work on passive sensing of general broadcast signals is at an early stage.

The techniques described involve a high level of processing of the received signals in real time and have been
facilitated by the current availability of cheap, powerful signal processors and development packages and
low-cost fast tuning receivers.

The paper has concentrated only on the derivation of propagation data from the hf spectrum - the way in
which a system is controlled using this data also forms a major element of the current study.
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DISCUSSION

J. BELROSE, CAN

Isn't it true that a Chirpsounder is neither passive nor strictly evaluates a
communications channel?

AUTHOR'S REPLY

I agree that the Chirpsounder system does not strictly evaluate a communicationschannel. However, it is of use in channel selection and it is not a passive system.

Our aim is to develop a system which is appropriate to a low-cost HF communication
system and which uses Chirp transmissions in the context of "signals of opportunity."
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PREVISIONS A TRES COURT TERME

PAR NODELISATION DU BROUILLAGE ET DE L'IONOSPHERE

A LAIDE DE LA RETRODIFFUSION

J. CARATORI et C. GOUTELARD

L E T T I - UNIVERSITE PARIS-SUD

9, av. Division Leclerc B.P. 16 - 94231 CACHAN CEDEX - FRANCE

ABSTRACT -

H.F radio links involving reflexion from the ionosphere are mainly long-range

communications.

The setting up of an optimum link, requires the knowledge of the real propagation

and interference data. Several types of ionospheric predictions, based on different

ionospheric soundings, are necessary in order to take account of the medium variability.

A centralized backscatter sounding station is well adapted to provide short-term

predictions. However, the interpretation of the data, and the inversion of the ionogram

are difficult. A method of inversion, taking account of horizontal gradients is proposed.

Experiments carried out at the station STUDIO of the LETTI showed its validity.

Interferences are very important in the H.F. band, and represent the second factor

to deal with. The spatial decorrelation of interferences is highlighted, and the

derivation of predictions for the WesternEurope zone is discussed. These predictions

are then used to compute the signal to noise ratio of a link.

I. - INTRODUCTION -

Lea t6l~communications en ondes d6cam6triques par rdflexion dans l'ionosphbre sont

essentiellement rdserv6es aux liaisons longues distances.

l'dtablissement de liaisons optimales doit tenir compte A Is fois des conditions

rdelles de propagation at de brouillage. La variabilitd du milieu n6cessite l'tablis-

sement de prdvisions ionosphdriques glabordes A partir de diffdrents types de mesure

bien connus. L'utilisation de la m6thode de sondage par r~trodiffusion offre l'avantage

d'une station unique, et permet l tablissement de prdvisions A tr6s court terme.

Le problbme de linversion de lionogramme est cependant difficile A rdsoudre. Une

mdthode, prenant en compte lea gradients d'ionisation horizontaux, eat prdsentde. Son

expdrimentation, effectude & la station STUDIO du LETTI, en a montro la validitd.

Le brouillage, tr6s important dans cette gamme de frgquence east le second facteur &

prendre en considdration. Sa ddcorrdlation spatiale eat mise en 6vidence, at l'dtablis-

sement de prdvisions dans la zone Europe occidentale eat abcrdde.

La prdvision du rapport signal A bruit d'une liaison peut slors 6tre effectuae.
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II. - MODELISATION DE L'IONOSPHERE-

11.1. Introduction.

Llionosphbre eat un milieu dminemment variable en fonction du lieu et du temps.

Sea caractdristiques sont connuea grice aux meaures horaires effectudes en une

centaine de points du globe, 1A a as trouvent des stations de sondage zdnithal

[11. Cette mani~re de procdder eat suffisenta pour des 6tudes de morphologie

globale du milieu, comme pour dee 6tudes statistiques, mais et inedapt~e A la

geation en temps rdel des rdseaux de communciation. En effet, toutes leg informa-

tions collectdes ne sont pas immddiatement dieponibles et, mime si allas 1l6talent,

llutilisateur aersit conduit & lea interpoler de fagon plus ou momns rigourauae,

particulibrement en prdsence de perturbations, du fait du sous-dchantillonneige

spatial et tamporel des aesures (2].

Lea erreurs de mesure pourraient Atre r~duites en augmentant le noabre de sondeurs

ainsi que la p~riodicit6 des sondagea, mais un tel systbme serait A la fois coateux

et compliqud, car il n~cessiterait Ia collecte, le traitement et Ia distribution

repide de donndes, aur une grende 6challe.

La plupart des probigmes dvoqu~s sont thdoriquement r~solus grAce h una station

cantralisde de sondage par r~trodiffusion 6quip~e d'une antenna orienteble tous

azimuts. En effet, une telle station eat A mgma de donner en tempa rdel une vue

panoremique des conditions de propagation, dens una zone dont le rayon peut

Bien qua trAs adduisante dens son Principe, cette m~thode 12'a connu jusqu'a

prdsent qu'un faibla d~veloppement, car lea esuree par r~trodiffusion sont

beaucoup plus difficiles & interpr~tar qua lea mesures zgnithelea. En particuliar

l'opdration fondaeantala dinveraion, qul consists h ddduire Is profil d'ionieetion

de lionogramme de rgtrodiffusion, eat beaucoup plus compliqude quaen zdnithal.

Ce problbma a dtd 6tudid depuis 1967, notammant par HATTFIELD flux Etats-Unis, at

per GOUTELARD en France, at ddjh ces auteurs avaient suggdrd de stabiliser la

solution par la masura de langle d'6l6vation.

Plus tard, an 1974, divers autaure, coma RAO at YEH, ont propoad des mdthodes

d'inversion rigoureuses nutilisant qua la trace frontale de l'ionogramme. Ces

mdthodes donnaiant de bona rdsultats loraquaelles dtaient appliqudas A des ionogra-

me simulds, mais divergeaiant loraquelles dtaient appliqudes h des jonogremmee

rfels.

En 1977 GOUTELARD at moi-mAme avons proposa de stabiliser la solution du probl~ma

Inverse en utilisant, non pas des points localisds de l'ionogramme, maia la totalitd

des points disponibles, at an faisant appal de surcrolt h des informations sup-

pldmentaires, tellas qua celles fournies par des sondages zdnithaux par example.

Plus tard, nous avons proposA d'employar an plus des sondages par r~trodiffusion

classiques, des sondages A azimut variable, solution randue possible grAce A Ia

station do sondage par rdtrodiffusion STUDIO du LETTI. Plusiaurs articles ont ddjA

At& publigs sur ce sujet.
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La mdthode originale prdsentde aujourd'hui, eat l'une des mdthodes d'inversion

que nous avons ddveloppdes. Elle prend en compte des gradients d'ionisation

horizontaux, et fait appel aux sondages A azimut variable.

11.2. Problbmes oa par linversion de 1'ionogramme de r~trodiffusion.

Considdrons le problbme d'un point de vue trbs gdndral. A un instant donn6, le

profil dionisation eat ddfini par une fonction de la forme

N - f(h,Az,d) f #

-N concentration dectronique m3 )

- h altitude

- Az azimut dui sondage

- d distance par rapport au sondeur

-tensemble des profils dionisation possibles.

De m~ine, ai flous postulons que seule la trace frontale de lonogramne de r~tro-

diffusion eat exploitable (car bien d~finie), nous pouvons d~crire celle-ci par

une Equation de la forme

T F g(F.Az) g.r

avec:

- T F temps de focalisation (minimum du temps de ppropagation de groupe)

- F frdquence d~dmisaion

- I ensemble des ionogrammes possibles (calculds et mesurds).

Il existe une relation entre lea fonctions f et g, symbolis~e par un op~rateur

A tel qua

g - AMf

Calculer g connaissant f, c'eat rdsoudre le "probl~me direct", c'est-A'-dire

simuler lionogramime de rdtrodiffusion A partir dui profil dlionisation. Rdsoudre

le "probl~me inverse", c'est inverser l'opdrateur A, c'est-&1-dire exprimer f en

fonction de g:

f - A-1(8)

En fait, cette notation simple cache un problbme tr~s complexe, car l'opdrateur

A joult des propridtds suivantes:

- ii n's pins d'expression analytique

- il eat non lindaire

- il eat non bijectif

- il nest pas toujoura continu.
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11 en r6aulte qua I&saolution peut ne pas exiater, ou ne pas Astre unique at que,

de plus, Ie problbme inverse West pas stable. L'instabilitd ae manisteste, en

pratique, par Ie fait qu'une tr6a faible variation des donndes, due aux erreurs

de aesure (bruit d'appareiliage, bruit de troncatura, bruit de quantification),

entralne une grende variation de Is solution. Dana l'6tat actuel de noa connaiaaancea

acientifiques et technologiques, ii paralt done illuaoire d'espdrer obtenir une

solution rigoursuse.

11.3. !4dtbodes actuellea dinversion de i'ionopramme de r6trodiffuaion.

L'inversion de i'ionogramme de r6trodiffusion nlest possible que grace & une

reddfinition du concept de solution. Le plus souvent, on a recours aux ",sdthodes

d'easais" et de "quasi-solution", qui consistent A rdsoudre une fois pour toutes

le probl~me direct, et A adopter comma solution approchde (ou solution gdndralisde),

Is fonctian 7 teile qua

jjA(T). l - Inf IIAMf, g11 f a 2

Loraque catte mdthode eat en d~faut, caest le cas lorsque 2 nWest pas compact,

on utilise plutbt Is "m6thode de rdgularisatian" (31 [4].

Quelle que sait is mdthode employde, le calcul effectif de ia solution se ram~ne

& un problbme de recherche du minimum lid d'une fonctian de plusisurs variables

c'est un problbme d'aptimisatian sous contraintes. One multitude d'ktudes ont dt6

publides sur Is question de l'invarsion de iionogramma de r6trodiffusion ces 20

dernibres sndes. A une exception prts, seules lea m~thodes d'essais et de quasi-

solution ont 6td utilisdes, car slas sont d'apparence siroples & d6velopper at A

mettre en oeuvre, et ne n6cassitent, en g~ndral, qu'un invastiasement thdoriqua

r6duit (5] (6] (7] (8] [9]. Elles font toujours appal & un proceasus itdratif et,

dens is majoritd des cas, apparassent comme des mdthodes de correction. Le prafil

initial, ou "profil d'ordre z~ro", eat g~ndralement issu des pr6viuions A long

terse, ou bien d'un sondags zdnithal.

Maigr6 tous lea efforts ddpioyds pour tenter d'invarser l'ionogramme ds

r6trodiffusion, aucune solution totalement satisfaisante ne semble avoir 6td

propos6e A ca jour. La piupsrt des mdthodes pr6santdes aupposent qua Is trace

frantale eat connue avac une trAs grands pr~cision 15] [7] (8], ce qui n'est

mal?,e.reusement jaaais le cas en pratiqus, ne serait-ca quIA cause des

incertitudes de mesure qui pauvant entralnsr i'instabilitfi du procaaaua

dinversion ou, dana is meilleur des cas, conduire 6 unee prdcision globale

r~dhibitoire. Ces remsrquea nous ont amend 4 reconsidgrer is probibme

de l1invarsion, pracessus qui a abouti au d~veloppement de mdthodes originales

(101, dont Ia m~thods qui vs Atre prdsent~e ci-aprbs.

11.4. Elaboration dunenouveill m~th-ods d'invers-ion de i'ionoitrame de r~trodiffusion.

La mdthods propose ici part de Ia remarqus sian isquelie ls profil exact eat,

dana ldtat actual de nos connaissancas, impossible A obtanir per inversion de

l'ionogramme da r~trodiffusion. Nous nous somas donc fixg dbs is d~part comma

objectlf ds d~terminer, non pas un profil dionisation exact, as un profil

dilonisation mayan vaisbie dana uns zone de 2000 4 3000Km de rayon autour du

sondeur, at cell en tempa rdel. 11 eat clair qua is connaissance de ca profil

moyen conatituerait d~j& una avancde considdrable, surtout si lea moyans techniques

mis an oeuvre restaient limit~s.
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La solution A laquelle nous avons abouti repose sur une double moddlisation, celia

du profil d'ionisation, et celle de Ia trace frontale de l'ionogramme de r~tro-

diffusion. Cette technique offre l'avantage de rdduire cheque mod~le A un petit

noebre de param~tres, entre lasquels ii est possible d'6tablir des relations

.numdriques.

Notons que le fait de remplacer la trace frontale de lionogramma par un petit

nombre de paramttres, 4quivaut & un moyennaga, ou & un lissage, des mesures. 11

en rdsulte qua l'incartitude affectant chaque param~tre eat bien infdrieure A

calle affectant lea donndea initiales, ce qui contribue A stabiliser le processus

a - M~oddlisation de l'ionoAphbre -

Le modble utilis6 eat un "modgie d'ordre un", ou amodble diffgrentiel", simplifid,

obtenu en introduisant des gradients dionisation horizontaux iindaires dana un

'modbie d'ordre zdro". La figure 1 montre qua le "modble d'ordre zdro", qui

repr~sente la distribution verticale locale de la concentration 6lectronique, eat

le modble classique de BRADLEY-DUDENEY [1l).

Sachant, d'une part qua is couche E eat trbs stable at qua son ionisation eat

prdvisible avec une granda pr~cision at qua, d'autre part ella n'introduit qu'une

faible modification des modes de propagation se r~fldchissent dana Ia r~gion F2,

nous avons admis qua cetta coucha est constants dens toute la zone 6tudi6a. Las

vaeurs adopt~es pour lea param~tres, sont celles qu'ils prennent au centre de

la zone (c'st-&-dira A la verticale de la station de sondage), qui as situe A

lorigine des coordonndea.

Un autre param~tre a dtd supposd constant, il s'agit de Is dami-dpaiaseur de la

couche F2. Des 6tudes ont en effet montrd qua ce parambtre n's qu'une influence

mineure sur Ia propagation H.F. [6], auaai a-t-il Atd fixd A Ia valeur qu'il

prand A l'origine.

Pratiquement lea variations gdographiques de l'ionisation ont donc d6 repr~sentdes

par deux gradients horizontaux lindaires,l'un portant sur la densitd maximale

d'ionisation de Is couche F2, at l'eutre our l'altitudedu maximum d'ionisation

de catte sgme couche. Ces gradients, d'amplitudes G f at G h sont supposds orientds

raspectivasant dens lea directions af t TPh . Avec ces hypoth~sas, la concentration

dlectronique done la couche F2 vanie salon is loi

N 2 (r,G ) tI Nm2( 9,? ( [f 1 r - R.2(80) (A)

oi Nm2( 8,C') - Nm2(0, 0) .[1 + Gf.R. 19. cos('f-qlf)]

-Rm2(1G,V ) -CR.+ hmF2(0, 0) . [1 + Gh.R. 0. cos(c#f-fh)]

avac r, G ,C coordonn~es sphdriques du point courant

(sondeur au p8le nord du modble :(R,0,0)

-R rayon de la Terra (6370Km)

-Nm2 concentration dlectroniqua maximale Clide A foF2).
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b - oddlisation de ii.onoz&rsmme-

Le modale pr6cddemaent ddcrit a permis, grace A un programme de "trac6 des rayons",

de simuler lionogramme de r6trodiffusion pour lensemble des combinaisons des

parambtres ionosphdriques usuellement rencontr6s.

Diverses tentativas d'ajustement de l1ianogramme par des fonctions vari~es, ant

montrd que si on trace ceiui-ci dans un plan aux dchelles semi-logarithmiques,

Is courbe obtenue prdsente un point dlinflexian, done une partle qussi-rect iligne,
ainsi qu'une courbure trbs faible [6]. Au niveau de is moddlisation, comma au

niveau de lexploitatian, cette rectitude apparalt clairement (figure 2), et permet

de caractdriser lionogramme par 2 paramatres. Nous avons pos6

logT, = A . F + Ba = Ao . X + Ba (2)

avac : X = F/faF2(O,O) frdquence r6duite

Aa, Bo pente at ordonnde A larigine de is tangente au paint d'inflexian

(ces parsm6tres sant inddpendants de foF2).

c - Recherche dune m~thode d inversion -

A ce stade de l'Atude, le prablame de linversion paut 8tre farmuld math6matiquement

de is faqon suivante. L'ionasphare eat csractdris6e par 7 parsm~tres :faF2, hmF2,

ywF2,Gf,Gh,4.f et Th. Les ianagramaes sant rapr6sent~s par lansamble des couples

(Ao, Ba) associg A lansambla des directions de sandage Vf . La prablamea s rambne

donc ai dgtarmination da 7 parasatresh partir d'un nambre au mains aussi d1ev6

d'ionagrammes (couples Ao, Bo).

Remsrquons qua 3 de ces paramatras :foF2, hmF2 at yrnF2 caract~risent le "prafil

d'ordra z6ro", at quen cans6quence, uls peuvent 8tra masurds directement grace

A un sandeur z6nithsl inclus dana is station cantrale. Las 4 sutres parsm6tres

d6finissent le "profil d'ardra un", at ne peuvent donc Otre mesur6s qua grace A

un sandeur A r~tradiffusion.

Las r6sultats des sondsges peuvent @tre reprgsent6s sous diffdrentes formes, l'une

des pius int6resssntes consistant A tracer ie tampa de facalisatian en fonction

de l'azimut de sondage ? , avec Is frgquence en param6tre. Las courbas obtenues,

appaides 'sondages psnoamiques" au "PPI", ant dtd simuldes pour de noabreuses

cambinsisona des paramatres Gf, Gh, ff f at Tf h. La figure 3 sontre qu'eles

posaildent tautes un axe de symdtrie at une farms avale, ferm6e sux basses fr~quencas,

at ouverte aux hsutea fraquences, at ceih queules qua aoient lea directions at

la intensit6s des gradients horizantaux.

Catte derni~re renarqua eat fondsmentsle, car ella montre qu'il nlest pss possible,
A lside des seuls ionogrammes at sandages panaramiques, de d6terminer lea directions

at lea intensitds des 2 gradients horizantaux intraduits dans le madble (*).

()Naus evans cependant mantrd dana une autre dtude [101 qua, dans i'hypath~se d'une

ionoaphbre de CHAPMAN [12], lea gradients horizontaux sont slignds, at qu'il eat

alars possible de dgterminer lea intensit6s at lea directions des gradients.
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Pratiqueinent cei6 aignifie que des combinaisons diff~rentes de gradients horizontaux

conduisent A des effets observds comparables. L'exemple de la figure 4 illustre

cette remarque dans le cas des ionogrammes. C'est la raison pour laquelle nous

avons introduit la notion de "gradient unique 6quivalent", qui repr~sente par

d6finition le gradient dionisation (Gfue, (q'fue), ou d'altitude du maximum

d'ionisation (Ghue, cf hue) qui agiasant seul, produirait lea mgmes "effets observds'

que lea gradients r6eis.

Si on se limite A Is recherche d'un gradient unique 6quivalent, le nombre de

parara6tres A mesurer par rdtrodiffusion nest plus que de 2. La direction du

gradient ( (ffue ou Cehue) se confond bien dvidemment avec laxe de sym~trie des

sondages panoramiques, tandis que son intensit6 (Gfue ou Ghue) eat directement

li6e A is pente de lionogramme de r6trodiffusion relevd pr~cisdment dans Is

direction du gradient.

d - M~thode d inversion pr2posde_

La in~thode finalement retenue d~coule des remarques prd6dentes. Elle comporte

essentiellement 4 dtapes:

- li~re dtape mesure de foE, foF2, hmF2, ymF2 gr~ce 6 un sondeur z~nithal,

ce qui d~finit le 'profil d'ordre zdro".

- 26me 6tape meaure de Ia direction ( ?e) du gradient dquivalent, gr~ce

6 des sondages panoramiques 6 plusieurs fr6quences. La

direction rfe eat ensuite calculde 6 partir d'un mod6le

simple consistent 6 repr6senter chaque sondage panoramique

par un ddveioppement en sdrie de Fourier limit6 au fondamental

TF( V ) = aO + al.coa + bi sin 'f (3)

- 36me 6tape meaure des param Ntres (Ao, Bo) de l'ionogramme de r6trodiffusion

relev6 dana la direction Tfe (cet ionogramme peut aussi Atre

d6duit des sondages panoramiques), puis d6duction de Gfue et

de Ghue. Pratiquement, une dtude antdrieure [9) a permis de
montrer que lea intensitda des gradients 6quivalenta ne

d~pendent, pour un profil d'ordre zdro donn6, que de is pente

Ao de l1ionogramme. Des formuies analytiques donnent siors

directement Gfue et Ghue en fonction de Ao.

- 46!me dtape cette 6tape, non indispensable en th~orie, se justifie par

1lexp~rience. Nous savona en effet qu'un gradient dioniaation,

ou de hauteur du maximum d'ionisation, Wapparalt jamais seul,

mais en combinaison avec lautre type de gradient. Nous avona

montr6 d'autre part que des "gradients 6quivalents", dana le

sens oCL us conduisent 6 un jonogramme de mgmes param6tres

(Ao, Bo), naffectent pas la propagation de la maine faqon 6

toutes lee fr~quences. Ce phnomine eat rappel6 par is figure 5

qui montre que lea ionogrammes associgs aux gradients uniques

nont pas Is rsgme 6tendue aux hautes fr~quences. Ii nous a donc

peru judicieux de chercher 6 rdduire lerreur commise en

adoptant simplement Gfue ou Ghue, par l1introduction d'un

gradient mixte (Gfm, Ohm) plus conforme aux donn~es physiques.
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Pluajeurs solutions Sant possibles. L'une d'elles consiste

adopter comme relation entre Gfm et Ghm, la relation qui exiats

dens le mod~le de CHAP1MAN

Gfsi __ R + hmF2 (4)
Ohm YmF2

et A rdsoudre l'dquation Ac = f(Gfm, Ghm) en tenant compte

de (4).

Une autre solution peut 8tre enviaag6e, qui consists A remplacer
(4) par une relation empirique ddduite d'une 6tude statistique

des gradients.

Remarquons que ai tout Vionogramme de r6trodiffusion 6tait toujours disponible,

l'6tape 4 ci-dasaus serait inutile. En pratique cependant, Ia partie haute fr~quence

de 1lionogramme West pas en totalitd accessible h cause du rayonnement m~diocra

des adriens aux faibles angles, ainsi qua de Ia diminution de l'intensit6 du signal

r~trodiffus6 aux incidences rasantes, ce qui justifia la m6thode propos~e.

11.5. Commantaires et perspectives.

La s6thode d'inversion proposde a 6td test~e Sur un ensemble de cas avec des

r~sultats satisfaisants. Una axp~rimentation dea grande anvergure en cours doit

permettre d'6valuer lea possibilit~s ultimes de Is mdthode.

Nous pensons de plus, qu'il eat possible d'am6liorer la pr6cision, at en particulier

qua Vlon doit pouvoir s6parer rigourausamant lea deux types de gradients horizontaux

grhice A lintroduction d'informations suppldsentairas. Ces informations pourraiant

fort bien provenir d'un sondaga en 6l6vstion, sinai qua le montre Ia figure 6.

11 apparalt an effat qua des couples (Of, Gh) dquivalents du point de vue dea

l1ionogramma, na la sant plus du point da vue du sordage en 6l6vation. La

discrimination entra des couples de gradients dquivalents eat donc en th6oria

possible, quoique ndcessitant des adriens de grandes dimensions.

III. - MODELISATION DU BRUIT ET BROUILLAGE -

Las communications par ondes d6cam~triques Sant caract6risdes par leur grande port6e.

La test dun canal, an terms dea bilan de propagation at dea trajats multiples, nest

qu'un des param~tres de bon 6tablissement d'une liaison. La brouillage at le bruit au

lieu dea r~ception constituent la second param~tre important, puisque la rapport signal!

(bruit + brouillaurs) conditionna la probabilitd dlerreur dans lea liaisons num~riques,

ou Ia qualit6 dune information tranamise sous forms analogique.

Il est cependant dtabli qua le brouillage at is bruit Sant prdsents en permanence at

variables dans laspaca at IS tampa.

I1I.1. Corrdlations spatiales du brouillage.

Laencombremant dea la bands d6cam~trique eat typiquement repAsantd par la relev~s

de la figure 7, montrant un spectre diurns at un spectre nocturne relev6s en

Europa occidentale. On y distingue un continuum at des bandes fortemant occup~es,

rdservdes A Is radiodiffusion.
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Ces spectres, analys6s avec de meilleures rdsolutions, font apparaltre un niveau

minimum correspondent au bruit naturel et artificiel entre lea spectres, dQ aux

6missions (figure 8a). La diversit6 spatiale de lencombrement spectral eat rendue

par lenregistrement de la figure 8b effectud A ls mgme pdriode dans une bande

d'analyse de 200KHz en Polyn6sie frangaise (Tahiti) at en France m6tropolitaine

en Juillet 1988. Ces deux spectres, qui correspondent aux encombrements extremes,

brouiliage trbs faible en Polyndsie, tr~s fort en Europe occidantale, illustrent

lea diff6rences auxquellea on peut s'attendre.

Ainsi, dans le cas d'une liaison Paris-Papeete, is connaissance de lencombrement

spectral A Paris, lieu d'dmission, ne parmet pas d'obtenir des informations cur

celui de Papeete, lieu de r6caption.

Una 6tude effectude cur des distances plus courtes [13] en 3 liaux dobservation

situds aux sommeta d'un triangle de c~t6s 500, 700 et 1000 Ks, montre encore une

d~corrdlation importante du brouillage.

Lea niveaux de brouillage S an fonction du tempa, ont 6td relev6s pour chaque

station, avac una rdsolution de 1KHz cur touta la gamma d6cam~trique (figure 9)

et pendant une pdriode dobservation Tobs. Ils ont dt6 compar6a A 15 nivaux de

aeuil Sc distants de 3dB, autour du nivaau -lOOd~m correspondant au bruit natural.

On a d6tarmin6 alora pour chaque station i

- La nombra de fois Nc ott Si < Sc, at Ia durde de clartd Tcim durant isquelle

cetta condition eat respect6e.

- La durde moyanna Dci = Tfci.,= Tci/Nc pendant laquelle, pour is pdriode

d'obsarvation :Si < Sc, sinai qua Ia probabilitd Pi(Sc) = Tci/Tobs de

cat 6v~nament.

- L'6cart-typa 0-4 = ( Tci,,- Dci )
2 

de is fonction de r~partition des dur6es

de clart6 Tci.,

La comparaicon des stations i at j antra alias a 6t6 faite an d6tarainant

- La dur6a de clartd aimuitanda Tcij.,qui eat la dur6e pendant laquelle

Si < Sc at Sj < Sc.

- La durda moyanna Dcij = Tcijpendant laqualle lea nivaux de brouiliaga

dana lea stations sont simultandmant inf~riaurs au seuji Sc, sinai qua Is

probabilitd Pij(Sc) de cat dv6nament.

I
- L'6cart-type 6-cij = (Tcij - Dcij)2 de is fonction de r~partition des

dur6ea de clart6 simultanda pour un seuil Sc.

- Un coefficient d'ind~pendance entre stations Iij(Sc), qui prand is valaur

1 loraque lea niveaux de brouiiiage Si at Sj sont des variables ind~pendantes.

De faqon tout A fait similaira, on a d6termind Ia durda moyenne de clart6 aimultan6a

Dcijk pour lea 3 stations.
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Lea aesures effectudea ant montr4

- Que lea lois de distribution des niveaux de brouillage suivent une loi

log noreale (figure 10).

- Que lea variations du coefficient d'inddpendance font apparaltre une

quasi ind~pendance des stations pour des niveaux de brouillage supdrieurs

A - lOOdna (figure 11).

La d~corrklerion importante entre lea stations de mesure Aloignkes de 500, 700,

1000Km auntre donc qu'il n'est pas possible d'effectuer, A distance, une

4valuation du brouiliage A partir de aesures locales.

111.2. Corrdlation teaporelle du brouillege.

Lea variations temporelles du brouillage ant 4tE 6tudides en Europe occidentale

par des relevda effectuds sur un mgme-site Bur des jours successifa, aux mgises

heures. On a effectuE ces analyses aur l'4tendue de la gamme ddcamdtrique

correspondant aux fr~quencea passantes, avec des largeurs de bande B - 3KHz et en

excluant lea bandes de radiodiffusion. Avec un horizon dobservation de 5 Jours,

on a meaur6 Ia probabilird pour qu'une frdquence libre uri jour le soit dans lea

jours suivanta.

La figure 12 donne lea bistogrammes des probabilitla de clartk des frdquences pour

un niveau variable de - 85 A 6OdBm.

Pour lea pdriodes considdrdes -N -5 jours - si lVon note Ni le nombre de voies

anslyafes qui ant ddpassd le aeuil i fois durant cette pdriode, l'bistograase donne

la probabilit6 Pr d'occupation du nivean

P1-NiPi P

oi P eat le nombre total de voies analyades.

II apparalt que pour ce niveau, situ6 A environ 10dB au-dessus de l'dcart-type du

bruit naturel, lea frdquences libres, c'est-I-dire celles qui W'ont jamais dlpasad

le seuil, ou occupdea, c'eat-I-dire celles qui ant toujoura ddpass4 le seuil, soot

prddominantea.

Ces histogrammes sont variables en fonction du seuil et la probabilit6 de trouver

des frdquences libres

Pro = No
S P

eat Ovideament une fonction croissante du seuil.

Pour un utiliateur, le probllme consiste A ddterrainer si une frdquence libre

pendant une pdriode d'observstion le sera encore le lendemain.

Pour rdpondre A cette question on a ddteraint Is probabilit6 pour quaune frdquence

libre durant J jours le salt encore l~e lendemain. Cette probabilitt d6pend du

nombre de jours dobservation J et du seui Sc . La figure 13 donne lea variations

de cette probabilitd en fonction du seuil et pour un nombre J de jours d'observation.
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Ces rdsultats montrent I a corrdlat ion temporelle du broujillage. L'observati on du

spectre pendant un nombre de jours rdduit doit donc permettre d'dtablir des

prdvisiona du brouillage dens des pdriodes non conflictuelles. Il semble qu'une

observation sur 3 ou 4 jours soit ndcessaire pour dtablir de bonnes prdvisions,

ce qui permet de penser qua la liaisons 6tablies en H.F. se font, pour une part

d'entre elles, sous forme de vacations.

IV. - CONCLUSION-

La variabilitd du milieu ionosphdrique eat telle que Is gestion des raseaux de com-

munication H.F. impose le recours A des pravisions A trbs court terme. Cellas-ci peuvent

@tre dlaborges grAce A une moddlisation du brouillage, ainsi qu&h une moddlisetion de

1l'ionosph~re s appuyant sur des sondagee panoramiques par ratrodiffusion.

La datarmination d'un profil d'ionisation moyen, prenant an coapte lee gradients

horizontaux, A partir de l'ionogramme de ratrodiffusion, eat un probl~me inverse complexe.

Une solution stable a 6td trouvde, basde sur une double mod6lisation, celle du profil

d'ionisetion at calle de l'ionogramme.

La brouillaga prdsente des propridtas da corr~lation tamporalle, qui permattent la6valus-

tion des fraquences libras, avac une probabilitd dlev~e. Una mdthode de pravision a t

proposga.

L'utilisation conjointe des daux principes 6noncds ci-dessus pour is gastion des raseaux

de communication H.F., davrait permettre d'en accroltre l'efficacit6.
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DISCUSSION

G.H. HAGN, US

The modeling of HF other-user interference, which you have called
jamming (although the interference is not intentional), in a region
such as Western Europe is quite important. Such a model is needed
to properly predict the performance of modern HF systems, especially
adaptive frequency-hopping systems. Empirical models, such as the
UMIST model of Profs. P. Laycock and G. Gott, for HF subband congestion
at one location could be generalized to cover a region, but more
sampling points are needed. Since there is a certain cost per measurement
location, the cost to develop such a regional model depends on the dim-
ensions required for the sampling grid. Your data on decorrelation
distance suggest that samples should be taken at a distance less than
500 Km in Western Europe. Could you speculate on the separation distance
requirement for acquiring the empirical data to develop such a regional
model?

AUTHOR'S REPLY

The curve in figure 11 shows that the decorrelation (or independance)
between stations depends on the level of comparison adopted.

For a level of 15 dB above the noise, this figure shows a strong
decorrelation for distances greater than or equal to 500 Km.

We can speculate that samples at these distances are independant and that
shorter distances would be necessary for modelling interferences in
Western Europe.
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ABSTRACT

In establishing a communications system for fulfilling a given mission requirement,
multiple levels of decision-making processes are encountered. The decision making process
at the lowest level, such as subsystem design and component specification can be
accomplished by known routines and procedures, or even by computer packages known as CAD.
The middle level of decision-making involves professional articulation as the processes
generally involve trade-off's and optimization. hs such, engineering prejudice, preference
and experience play a significant role. The highest level of decision making, because of
its nature, generally is more policy oriented rather than technically oriented. In this
level, a broad view including the background, the finance, priority and other
administrative concerns are included for decision. The unfortunate part of this is that
the decision makers often do not have the necessary insight in making a proper technical
decision which has a profound and unequivocal impact on the implementation at lower levels.

The COP Program is being developed for applications at the highest level of decision-
making. The program is not a design tool but is intended to provide the necessary
scenarios and technical insights to assure a correct decision can be made for the
establishment of a communications system to carry out a given mission.

1. INTRODUCTION

The Communication Overview Program (COP) is being developed to provide an
electromagnetic assessment tool to be used in planning and implementing C3 and data
transmission systems under the Army 21 Concept.

In establishing a communications system for fulfilling a given mission requirement,
multiple levels of decision-making processes are encountered. The multi-level hierarchy
can be briefly illustrated in Figure 1. The decision making process at the lowest level,
such as subsystem design and component specification can be accomplished by known routines
and procedures, or even by computer packages known as CAD. The middle level of decision-
making involves professional articulation as the processes generally involve trade-off's
and optimization. As such, engineering prejudice, preference and experience play a
significant role. The highest level of decision making, because of its nature, generally
is more policy oriented rather than technically oriented. At this level, a broad view
including the background, the finance, priority and other administrative concerns are
included for decision. The unfortunate part of this is that the decision makers often do
not have the necessary insight in making a proper technical decision which has a profound
and unequivocal impact on the implementation at lower levels.

The COP Program is being developed for applications at the highest level of decision
making. The program is not a design tool but is intended to provide the necessary
scenarios and technical insights to assure a correct decision can be made for the
establishment of a communications system to carry out a given mission.

Since typical telecommunication missions can be accomplished by a number of
transmission modes such as surface wave, ionospheric wave, LOS, troposcatter, satellite and
others, a different system choice would have vastly different performance implications.
The essence of the COP Program is to provide to the decision maker a general overview of
what a typical choice would provide in terms cost, performance, availability,
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expendability, C3 concerns as well as other major concerns related to a mission.

Analysis of Mission Requirement

Conceptual Design

Selection of Communications System

Propagation Degradation Trade-off

Iand

System Parameters Optimization

System Design

Component Specification

Procurement

Figure 1. Decision Making utilevel Hierarchy

2. COP OBJBCYTIVE

The design objectives for COP are

(a) A simulator tool which can readily provide link layout and develop

environmental conditions that may induce link performance impairments

(b) An analytical tool for performing link performance analysis in presence of

the simulated disturbed propagation

(c) A tool to provide an expeditious way to develop the optimum link design

parameter

(d) Easy to operate by mouse, no programing knowledge required

(a) Graphic presentation

If) Friendly questionnaire, supported by selected options

(g) No indepth knowledge of the propagation mechanisms

(h) Use of computer graphic techniques for input and display
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3. CONCEPTUAL APPROACH

3.1 Nodular Concept

COP is developed to be accessible to any one involved in telecommunication decision

making but not necessarily an expert on propagation and communications system. In

addition, COP may be useful for experts desiring to model and exercise link designs and

propagation modes. To achieve that objective, a modular concept is used. It includes, at

least, the following modules :

Basic System Nodule - Develops the questionnaire for the user to specify the service

requirements and the basic definition of the link of concern.

Geographic Locations Nodule - Provides the latitude and longitude of the link

terminals and pertinent geophysical data associated with each location.

Path Simulator Nodule - Estimates the path length and simulate the path, describing

the significant terrain events and RF interfaces. It provides the means for the user

to vary the terrain and interface parameters as needed for the simulation.

Propagation Nodule - Simulates the propagation events that for a given propagation

mode impact the link performance.

Nodulation and Coding Nodule - Provides performance analysis and trade-off of the
modulation and coding for better matching the propagation mode capabilities with the

required service. 4

Output Nodule - Develops the output to produce the information in the most appropriate

forms for practical application.

Conceptually, the modulation and coding module is a black box that performs the
analysis using the input from the simulators, without the need to know how they were
generated.

The center piece of the program is the assessment of the degradation of the link
performance induced by the simulated environmental conditions. Any radio link performance
can be accessed in terms of the carrier to noise density (C/N. In the COP, appropriate
algorithm for the evaluation of C/N will be employed. The output module will process it
for displaying the relevant performance parameter, which may be S/N (signal-to-noise in the
voice circuit), the bit-error-rate (BER) or the thresholds for the various levels of
quality or other parameters of the system. The output is parametric, displayed either as
parametric curves giving the time distribution of the performance or as a statement
providing the result for a specific condition.

The key for COP are the analytical models and the associated database. The models for
the environmental physics and the impairments being implemented are selected from those
created by CCIR, NTIS, DCS or other government agencies or by private researchers. The
selection criteria are general consensus on model, simplicity of implementing and handling,

and accuracy compatible with the basic purposes of COP.

3.2 Propagation Modeling

The electromagnetic propagation is a complex process. To keep the COP as a tool easy

to handle, it is necessary to limit the number of variables. A few simplifications are
made, which are in line with current practice in the industry. The simplifications

concern:

(a) Attenuation

The attenuation induced by a specific path parameter impairment will be specified as
the received power degradation induced by that particular impairment as compared with
the power received in the absence of the impairment.

(b) Waveform degradation induced by the path

All practical propagation modes have limited bandwidth capability, due to frequency

selective mechanisms generating amplitude, group delay and frequency distortions. The
resultant signal distortion may become the dominant factor in the link performdnce
degradation, which cannot be improved by increasing the path gain. As any other

j
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characteristics of the electromagnetic propagation, the path bandwidth is time

distributed. It depends on the signal modulation and the signal processing at the

receiver. However, for given modulation and signal processing, the path bandwidth

model can be simplified as a sole function of the multi-path differential time delay
and that simplification will be used. Also, for most of the propagation modes, the
criterion is only "go" or "no go* and the program will not attempt to estimate the
degradation when the information bandwidth exceeds the path bandwidth as defined by

the criterion. The path bandwidth is defined in the modulation and coding module and
not by the propagation module.

(c) Signal degradation induced by the equipment

COP assumes ideal terminal equipment. The degradation induced by real equipment is
accounted for by allocating to the equipment a fixed fraction of the total circuit
allowable noise power (case of analog circuit) or, in the case
of digital links, by adding an implementation margin to the theoretical energy per
bit-to-noise density ( Eb/N. ) needed for the required BER.

4. MAIN EVENTS OF THE MODULES AND/OR BUD - ROUTINES

4.1 Geographic Location

The location module provides the geographic coordinates for any location "clicked" in
a CONUS map or in a world map displayed on the screen. The accuracy is one degree, which
correspond to 60 nautical miles or about 111 km. For smaller than 200 km, only one
terminal may be "clicked" and a scroll bar is used to enter the path length. It is now
being expanded to include for each location, the data on thunderstorm activity, annual mean
rain fall and type of climate. A typical presentation is shown in Figure 2.

Figure 2. World Map Sub-Routine

4.2 Path Simulator Module

The path Simulator uses the output of the geographic location module for estimating
the path length and provides for the entry and display of the antenna type and size,
antenna height, diversity arrangement, distance, significant obstacles along the path.
With the mouse, the user can change any of the path and the RF interface parameters. In
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default of path profile data, an expected median terrain will be displayed. This module

support the propagation module. A typical presentation is shown in Figure 3.

N,

Distance lOOKr
Antenna Size 1.20a

Left Antenna Height 275n

Right Antenna Height lOn

Obstacle Distance 20gn

Obstacle Height lOO

Eff. Radius Factor 1.33

Figure 3. Fresnel Zone and Reflected Path Analysis

4.3 Propagation Nodule

The propagation module is the heart of COP. It will simulate along the path any of
the environmental conditions that may affect the specific propagation mode. The module
provides the input to the modulation and coding module.

The disturbing environmental conditions to be simulated are not necessarily the same
for all propagation modes. A non-exhaustive list per propagation mode follows:

(a) HF Propagation by Ionospheric Refraction

HF propagation by refraction in the ionosphere is susceptible to any geophysical
phenomena that disturb the structure of the ionospheric layers. The effects of the
natural phenomena generating fade, multi-path delays, seasonal variations, atmospheric
noise, blackouts and other, are well documented and programs providing short and long

term predictions are available. One of those programs, the IONCAP, is being

incorporated into COP.

(b) Line - of -sight ( LOS)

The degradation effects of the propagation disturbance in line-of-sight (LOS) links
are different for analog and digital circuits, the latter being more sensitive to

multi-path. COP provides the simulation in the conditions needed to analyze both

cases. COP will simulate the following path disturbances:

(i) reflection on the ground;
(ii) reduction of the line-of-sight clearance from ground obstacles or earth

budge;
(iii) multi-path due propagation over different refractive paths;

(iv) out of focus effects due to change in the angle of arrival;
(v) shadow zones created by ground and elevated ducts; and

(vi) absorption by hydrometeors, sand and dust storms.
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With the exception of the latter, all other effects are related to the vertical and/or

horizontal gradient of the refractivity N. which is a scaled measurement of the

refractive index of the air. COP allows the user to simulate a variety of refractive

index structures by simulating N profiles and using models developed by NTIS and CCIR0

for estimating the disturbed path parameters related to the generated propagation

mechanisms. Propagation in ducts and the associated fading mechanisms will be

simulated. A climatic classification included in models will be utilized as a guide

in the assessment of the susceptibility of the geographic location in the formation

of ducting and other fading conditions.

For frequencies above 10 OH, rain attenuation becomes an important factor in the

performance of the link and may limit the path length per hop. COP allows the user

to simulate the heavy rain intensity and also use its own model for rain intensity

distribution based on thunderstorm intensity index and mean annual rain fall. That

model permits simulation of the heavy rain distribution for any geographic locations

using input from the geographic location module.

Since the LOS propagation performance depends on the atmosphere structure, which is

essentially variable, the LOS long term performance is usually estimated from
statistical models, which account for type of the terrain, distance, frequency and
diversity arrangement. COP will provide a model for that purpose, which is based in

CCIR Report 338-5.

(c) Diffraction Node

The diffraction model estimates the loss for a variety of conditions where surface

wave propagation is the dominant mode and also, as an input to LOS sub-routine, the

attenuation is induced by reduced Freanel clearance. The sub-routine allows the user

to exercise:

i) effective radius of the earth;

(ii) frequency;
(iii) path length;
Civ) height and location of ground obstacles;

(v) relative permittivity and effective conductivity.

Two models are incorporated. For frequencies below 20 GHz, CCIR Report 715-2 is used.
For frequencies above 20 GHz, COP uses a combination of that model with the model
proposed in ESSA Technical Report ERL 79-ITS 67 for propagation over irregular

terrain. The applicable model depends on the geometry of the obstacle intercepting

the propagation path.

(d) Tropoecattering Mode

The elements that a troposcatter link designer may exercise for better performance

are:

Ui) elevation angles;

(ii) path length;
(iii) scatter volume (defined by the antenna patterns):

Civ) diversity arrangement;
(v) frequency: and
(vi) signal modulation and processing.

The troposcatter sub-routine does not address the modulation, which is to be analyzed

by the Modulation and Coding Nodule. Some of the applications of the simulator are
analyses of the effectiveness of space, frequency, polarization and angle diversity;

also, the implication of the antenna location as it relates the elevation angle. The

tropoacattering module will use Method I of CCIR Report 238-5. This method is easier
to implement and is believed to be able to provide results consistent with those

obtained from the more sophisticated method I.

(e) Satellite Link node

The satellite link sub-routine will simulate:

Ci) free space link;

(ii) elevation angle;
(iii) gaseous absorption;
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(iv) rain attenuation and depolarization;
(v) gravity waves and troposcattering scintillation effect;

(vi) ground reflection;
(vii) antenna pattern and gain; and

(viii) interference between adjacent satellites.

The gaseous and rain models will be adequate to estimate the atmospheric gaseous

attenuation as a function of the frequency and thus provide a tool to assess the

performance of frequencies above 20 GHz for space links and to identify the usable

frequency bands. The simulation of the ground reflection is of particular interest

for mobile systems using small non-directive antennas and also for the case of large

antennas at very low elevation angles. For interference analysis, COP will simulate

the antenna patterns and orbital separation; it provides C/I and a general assessment
of the induced impairment.

4.4 Modulation and Coding Module

In the COP concept, the modulation and coding module performs as a black box, using

the propagation parameters generated by the propagation module, without considering the way

they were generated. The module will perform the analysis to define the waveform and

signal coding for optimum matching of the propagation path or, for given
propagation, determine the circuit performance. The module will use some analytical model,

but will be fundamentally based on databases derived from parametric curves.

4.5 Output Module

The output module will display the results derived by the Modulation and Coding module

in the way selected by user from a menu of options. The results provided by the modulatien

and coding module are expressed in C/M. and the output module will process it for display

in the desired format. The available formats are C/N., carrier to noise density, S/N,
signal to noise in the voice circuit, and BER. Those results may be for a given operating
point or, if available, by parametric time distribution curves. The input used by the

simulators and by the modulation and coding module will be listed.

S. Conclusion

While the COP Program is still under development, its utility for decision-making

becomes obvious. In designing the program, we have invited communications systems users

who do not have propagation and system background to witness and to operate the COP

Program. Based on their reactions and input, we are able to further streamline the input-

output procedure, resulting in more involvement of the COP user. Our final objective is
to enable the use to carry on intelligent exchanges with the system designer regarding the
system and nissi, requirements, which is the most important element in high level
decision-making.
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DISCUSSION

G. HAGN, US

Frequently it is important to know what n to do. Your start on developing a very
general type of decision aid for radio system selection to meet a set of requirements
seems to try to identify one system. It may be more valuable for selecting a limited
number of viable system options for more detailed analysis than for selecting the most
appropriate system. A rule-based applied artificial intelligence (AI) system could
help the planner by pointing out incompatible combinations and denying their selection
while determining viable system options.

AUTHOR'S REPLY

No reply needed.

T. K. FITZSIMONS,

In determining the design characteristics of a new system, one of the most constraining
factors is the electromagnetic environment. This needs to be determined for both
peacetime and wartime operation and may need to include many complex scenarios. For
example, a system like SCRA could operate anywhere in the VHF band or in the UHF band
and the determination may depend entirely on the existing electromagnetic environment.
Would you comment on this please?

AUTHOR'S REPLY

I agree. For the time being, our program only incorporates simple scenarios for
general decision purpose. Complex peacetime and wartime scenarios can be incorporated
afterwards when we establish the merit of the program.
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ABSTRACT

The Federal Office for Military Technology and Procurement together with the German
Military Geophysical Office (GMGO) are conducting a research effort to establish
procedures to describe and to predict thermal behavior of natural backgrounds under
varying meteorological conditions.

The experimental phase of this effort started in 1988 with measurements of surface
temperatures of different backgrounds like trees, crops, pasture, roads and buildings
together with meteorological measurements. These measurements are conducted in two
geographical locations, the Meppen proving ground in Northern Germany and Oberjettenberg
proving ground in the Alps. The measurement campaign has a time frame of at least one
year with measurements taking place during three days each month. It is anticipated to
gather a data set that reflects the full range of thermal backgrounds for tactically
important locations in Central Europe.

One objective of this effort is to compare and evaluate thermal background models that
are under development as a companion task. The results of the Meppen '85 experiment, a
pilot study to this campaign, are presented. They are compared with predictions of the
current version of the US Air Force Tactical Decision Aid (USAF TDA) and with the thermal
background model 'CANOPY" developed by GNGO. The GMGO model determines energy exchange
within canopies with a multi layer approach for energy, moisture and momentum fluxes. In
comparison with measurements the GMGO model performs much better than the USAF IR-TDA
model. Differences between model results can be explained by the neglect of latent heat
flux in the USAF TDA model for vegetation backgrounds and its semi-statistical approach.

1. INTRODUCTION

At the moment the German Army is in the process of changing its structure in what is
called the 'Heeresstruktur 2000'. The Heeresstruktur 2000 heavily depends on air
transport capabilities for timely deployment of men and material and on the ability of
anti tank helicopter units to engage enemy tank forces. To maintain these capabilities it
is necessary to fly helicopters in low altitudes and close to obstacles during day and
night under various weather conditions.

The upcoming generation of army helicopters will be equipped with image intensifiers
and thermal imagers to cope with the night vision problem. Unfortunately both systems are
affected by weather impacts. The German Military Geophysical Office (GMGO) is in charge
to establish methods to advice the Army Aviation Corps how and when it will be possible
to use electro-optical devices for navigation and for target acquisition. For both
purposes information about thermal backgrounds is essential. The task is to establish
methods to predict thermal behaviour of different background types, to incorporate
atmospheric attenuation and to include system design parameters to obtain overall
performance of electro-optical systems.

The knowledge about IR-backgrounds results from measurements of background variability
and from theoretical considerations. Measurements are made with radiometers and thermal
imagers that are hard to compare in terms of thermal and geometrical resolution. The
data are gathered at different geographical and topographical locations and under
different climatic conditions. Meteorological data sets that go with these measurements
are limited and in some cases are lacking important parameters. But nevertheless it is
worthwhile to compile these measurements since this material provides a knowledge base
about important features of natural IR-backgrounds.

Theoretical models started by equating energy inputs and outputs of single leaves
(Raschke, 1956; Gates, 1969; Linacre, 1967). Energy inputs to the leaf are the sun's
irradiance and thermal radiation from sky and from nearby objects. Heat is lost by three
processes: re-radiation, convection and transpiration. The resulting equation for a leaf
at thermal equilibrium with its surroundings can be solved to yield leaf temperature.
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Large differences in thermal behaviour are found between natural and artificial
backgrounds. They can be explained by differences in energy partition into different
energy fluxes (ground heat flux, flux of latent and sensible heat, and heat storage).
reflecting differences in heat capacity and conductivity as well as soil water
conditions.

'a

T- a, I asphalt
2 concrete
3 soil

, 4 grass
. 5 reed

20 6 grain
7 beets
8 forest

* 9 vineyards~, , / -10 corn
~ *.. ~*-i' / - *, 11 clearing

12 stubble field
o,,,,.

(  
13 lake
SA sunrise
SU sunset

Ure Surface temperature of different background types under radiative conditions
for a midlatitude summer day (Fezer, 1975).

Figure 1 shows the daily course of surface temperature of different backgrounds under
radiative conditions for a midlatitude summer situation (Fezer, 1975). Around sunrise
(SA) and sunset (SU). temperature differences between backgrounds are reduced. Actuallyin some cases crossover effects can be found. There is a relation between vegetation
height and surface temperature. Canopy temperature is modified by vegetation height
(Fiur 2; Green, Harding and Oliver, 1984). The higher the canopy, the weaker the daily
variation of surface temperature and visa versa.

SOIL TEMIPEAATLJRE AND VEGETATION HEIGHT
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Vegetation is largely affected by soil water conditions and plant disease. The
temperature difference between morning and noon temperatures is used to determine water
stress conditions of crops from space 1Idso at al. ,1976). Table 1 states measured surface
temperatures of sugar beet under irrigation and under water stress conditions. For
irrigated plants there is only a slight temperature difference between surface and air
temperature, whereas the plants under stress conditions show surface temperatures that
deviate by several degrees from air temperature.

unirrigated sugar beet

date 11 August 1976 16 August 1976
time 13.15 10.30
air temperature 24.0 20.5 °C
leaf temperature 30.1 28.3 °C
temperature difference 6.1 7.8 °C

irrigated sugar beet

date 11 August 1976 16 August 1976
time 13.45 14,45 11.25
air temperature 24.5 24.6 22.0 OC
leaf temperature 24.8 25.3 23.9 OC
temperature difference 0.3 0.1 1.9 °C

Table 1: Air and leaf temperature of sugar beet with and without
water stress (Hoyningen-Huene and Bramm, 1981)

Time series of several parameters measured over a stubble field show the impact of
weather conditions on surface temperature (Figure 3). During the first three days
radiative conditions prevail with little cloudiness. Accordingly daily variations of air
and surface temperatures are well pronounced. When the sky is overcast or it is even
raining, both, air and surface temperature show only small daily variations and are
almost identical.

10
.. 17 IQ8 . 2 ,I 22 1 2 1 1 1 2 6

0

.C

400 il I I IL L liI 1. L L~
100
'_LL L[ I I ilI I I I I I I -,-

Io several meteorological
. .. .. . . . . . . . . . p a r am ete rs o v e r a17 18 t9 20 21 22 23 2L 25 26 stubble field for

different weather
Sept. 1979 situations (Jaeger.

1981).

2. 3NBLIN HFMTS

In this paragraph different approaches to the forecast problem that has to be solved
will be outlined. In principle there are three different methods. There is a statistical
approach, a first principles model and mixtures of both methods. Lateron the UMA ZR-TDA
and the HOEO CANOPY model will be compared with msasuremnts.
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The model of Mansi and Walls (1987) is an example of the statistical approach. They
express the surface temperatures T, as a linear combination of several important
meteorological parameters PI (Equation 1).

n-i
To - a. * iaiPi (1)

i.1

The parameters P, and coefficients a are determined by performing multiple linear
regression on about 200 davs of observeA thermal images (about 40000). This is a very
tedious and time consuming approach which is also limited by the fact that the
coefficients can not be applied to arbitrary tree or grass areas, since surface
temperatures depend on the degree of exposure to the particular element in the scene.

2.1 USAF-TDA BACKGROUND MODEL

The USAF-TDA is an operational tactical decision aid, that is described in detail in
several technical reports (for details see Higgins at al., 1987). In this paper we will
discuss and evaluate the IR-background/target model of the USAF-TDA.

The USAF-TDA model is based on the equilibrium solution of the heat balance equation
(Equation 2). It expresses balance between the following heat fluxes at the surface of
the background/target.

1) irradiance on the surface from sun (Wsun) and sky (Waky)

2) thermal radiation from the surface, OTs
4

3) free and forced convective exchange of heat, depending on
wind speed (V), surface temperature (Ts) and air temperature (T.)

4) exchange of latent heat (only for certain background
types), as a function of vapor pressure (e) and saturated
vapor pressure (es(T))

5) conductive heat exchange between the slab's surface and its
interior, modeled on surface temperature (Ts) and core
temerature CTc)

6) the rate of heat storage within the slab, modeled on the
rate of ambient temperature change (dT 3 )

7) generation of heat by an active target (OSP)

F a MlWsun + G2(Wky- OTs4) + (a3 + £4V)(Ta- To)

QLS/3(Q 3 + Q4V)Me - e,(Ts)) + aSPI(Tc - Ts)/N (2)

- N F2 dT3 /3 + OSP - 0

The USAF-TDA model is a mixture of a statistical approach and a first principles
model. Its coefficients di, F and N, that characterize each target and background were
evaluated by the modelers by litting them to relevant meteorological measurements and to
experimental data, typically a 24-hour sequence of radiometric measurements on the
particular target or background.

A serious disadvantage of this model is the neglect of latent heat flux for all types
of vegetation backgrounds. The flux of latent heat is a major sink or source of energy
for vegetation canopies and provision should be made to account for it.

Sun's irradiance Wu is calculated with the Shapiro model (Shapiro, 1982) which is a
two stream, plane paralTel, broadband model. It is used with three atmospheric layers and
a ground surface. Besides date, time, latitude and longitude, cloud type, cloud amount
and cloud height are needed as an input.

The Wachtmenn model (Hodges at al., 1983) is used to determine sky irradiance (W
Here again cloud amount and cloud height for three atmospheric layers are needed togeNer
with surface air temperature and water vapor pressure.

2.2 MQ10-SACKGOWM MODEL CANOPY'

As already mentioned evaporation from vegetation is a major energy flow in vegetation
canopies. The (]4O model 'CANOPY' (Wollenreber, 1986) accounts for latent heat flux as a
function of atmospheric saturation deficit (which is directly related to relative
humidity) and of stomatal resistance. To keep computational efforts as smell as
possible, certain assumptions have to be made to siampify the problem. The main
simplification is the assumption that heat capacity is of minor importance for vegetation
canopies and consequently can be omitted which eliminates time dependence.
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The canopy is divided into 6 layers (Figure 4). For each layer it is assumed, that the
heat balance equation reduces to Equation 3, that means the sum of net radiation (Q).
sensible heat flux (L) and latent heat flux (V) equals zero.

Q + L + V - 0 (3)

The lowest canopy layer with the soil surface as lower boundary has to account for
soil heat flux B.

Heat fluxes at the top of each individual layer, marked by index *iI, are calculated
from Equations 4a-4b.

H i - -2 C(Ta.i-1) - Tai)/Ri (4a)

V, - -Scp(ea,i-1) - eai)/Ri (4b)

z+dz
Ri - J (1/K(z))dz z - vertical coordinate

z

The changes of heat flux within a single canopy layer are modeled according to
Equation 4c and 4d.

dHi -ScCp(Ti - Tai)/RHi (4c)

dVi -SCp(e(Tsi) - eai)/RVi (4d)

R~i - R~li + RSi
Tai- air temperature

Tsi- leaf surface temperature
e0 - vapor pressure
ETsi)- saturation vapor pressure
C - heat capacity

- air density

These equations form a set of two coupled linear equation systems, that can be
visualized by a resistance network (Figure 4). They can be solved for surface
temperatures, air temperatures and humidities (Waggoner and Reifsnyder, 1968; Chen,
1984).

TAC) 00 NO)

RHI \01 RS1 RH R1I

(R2

)~ R3

Ho R4

R5

6 R6

RH6 \06 RS6 RH6

Fioure 4: Layer structure of the GMGO CANOPY model and the symbolic representation of the
different energy fluxes by a resistance network (symbols are stated in text).
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To solve the system further assumptions have to be introduced. Wind velocity and
turbulent diffusivity are modeled to increase exponentially with height within the canopy
(Equation 5a, 5b).

U(z) - UH exp(-a(l-z/H)) (5a)
H - canopy height

K(z) - KH exp(-a(l-z/H)) (Sb)

The coefficient 'a' is varying between 1 and 5 according to canopy type, but the model
results do not depend strong on *a'. UH and KU are wind velocity and diffusivity at the
upper boundary (z-H) of the canopy. They are determined from boundary layer theory
(Haugen, 1973).

Vortical variation of net radiation in a vegetation canopy is well described by
Equation 6 (Hansi and Saeki, 1953).

Q(z) - % exp(-asLAI(z)) (6)

LAI(z) - leaf area above z
- net radiation at canopy top

The extinction coefficient 'a I varies between 0.2 and 1.0 (Monteith, 1975) depending
mainly on vegetation type and tme of day (solar height). 'a.' can be determined from
complex canopy radiation models, e.g. Goudriaan (1977) or Braden (1982).

The soil heat flux is modeled following a suggestion of Nickerson and Siley (1975)
that connects soil heat flux to net radiation (Equation 7). Deardorff (1978) proved the
method to be accurate enough compared to more elaborate models.

B - const. Q6 Q6 - net radiation below canopy (7)

Sensitivity studies showed, that for vegetation canopies soil heat flux is of minor
importance as long as most of the soil is covered by vegetation.

Evaporation from soil below the canopy has to be estimated by specifying a Bowen
ratio. Fortunately the influence of soil evaporation decreases as leaf area index
increases. Only in case of sparse vegetation the Bowen ratio has to be known accurately.

Stomatal resistance depends on several parameters. The most important are water
supply, radiation and leaf temperature (Figure 5). The relationship between stomatal
resistance RS and radiative flux I (Shawcroft et. al.. 1974) and water supply (nFK -
plant available soil water content) are given by Equation 8.

RS(I, nFK) - RSO(nFK) + CI(nFK)/(C2 + I)

RSO(nFK) - RSOmin - (RSOmin - RSO,ax)(OO.-nFK)/
6
0. (8)

Cl(nFK) - Clo + Clo(IOO.-nFK)/60.

t%

pea.-

~j~jStomtal resistance RS of corn leaves (v.Hoynngen-Hue and BroaD, 1981).
Left: RB as a function of radiation (pAR) an soil moisture (nFK).
Right: RS as a function of leaf teamraturs (TBi) and wind speed.
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Finally each individual leaf is surrounded by a boundary layer that poses a certain
resistance to transport processes. Theoretical and experimental considerations result in
Equation 9 that relates boundary layer resistance with leaf size (Li) and wind velocity
(Ui) (Pearman at. al., 1972).

- 90.(Li/Ui)0"5 (9)

Model results that demonstrate the influence of some important parameters on canopy
radiation temperature (ST) and latent heat flux (V) are shown in Figures 6-9. Figure 6
and 7 show a linear relationship between net radiation (QO), relative humidity (U) and
canopy radiation temperature (ST). revealing net radiation and relative humidity as
forcing functions of energy fluxes. The logarithm of vegetation height H is linearily
related to the temperature difference between canopy surface temperature and air
temperature (ST-TAO) (Figure 8). which is in agreement with experimental results. Figure
9 shows how canopy surface temperature depends on wind speed. ST shows a very strong
dependence on wind speed when wind velocity is low and stomatal resistance is high. This
situation is often found during nighttime. As a consequence it is of great practical
importance to predict local differences in wind speed since that largely affects thermal
background behavior.

RS =100 V IWM
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Figure 6: Dependence of latent heat flux, V Figure 7: ST-TA(O) and V versus relative
and temperature difference between humidity U and saturation deficit
canopy temperature ST and air D(O) for two stomatal resistances
temperature TA(O) on net radiation RSO.
QO, for two stomatal resistances
RSO.
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Flours 8: Dependence of radiation tempera- Figure 9: ST-TA(O) and V as a function of
ture (ST) on canopy height (H) wind speed U3 (wind speed in 30m
(the difference ST-TA(O) is shown) above ground) for three values of
for two stomatal resistances RS(O) RS(O).
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3. IR-ACKQRBCtND MEASL ENTS

In 1985 GHGO conducted a pilot study of IR-background measurements at Meppen proving
ground in Northern Germany. The experiment urs scheduled for two weeks in May 1985. The
proving ground is equipped with various meteorological instruments and standard
measurements are available. In addition to this a limited set of local observations wes
made at the measurement sites. Several background types were defined and the thermal
imaging system (AGA Thermovision 780) was installed on a truck to allow transportability
from one site to another. To move the system took about half an hour and consequently
measurements were not made at the same time. In that way about six measurements (thermal
images) a day were gathered for each background type. The measurements are unevenly
distributed over the day with a poor time resolution. Because of weather conditions in
May '85 only two days of data are available.

The Federal Office for Military Technology and Procurement and GMGO used the
experiences of this pilot study and set up an extensive IR-measurement program, that
started in 1988 in Meppen and Oberjettenberg. The positions of the measurement sites are
marked in Figure 10.

The measurements take place on three days each month. The sites are chosen so that
several backgrounds can be studied from one position of the AGA system. In the vicinity
of the measurement sites weather stations are deployed to automatically record the
important meteorological parameters. Every two hours thermal images of all backgrounds
are taken. One hour before and after sunset and sunrise the timestep is reduced to half
an hour for better resolution of the transition from nighttime to daytime conditions. The
time frame of the overall experiment is one year.

No.n

... .-..-

Fiug1:Location of the mesuement sites Mappen (Northern Germany) and OberJettenbrg
(Alps).
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4. CCNPARISON OF USAF-TDA AND GWO CANOPY-MDEL WITH MEASUREMENTS

To evaluate the IR-background models of the USAF-TDA and the 64GO CANOPY model, the
results of these models and the AGA measurements of canopy surface temperature of the
Meppen 185 experiment are compared. Measured values of air temperature, relative
humidity. wind speed, visibility, cloud amount, cloud type and cloud height are model
inputs.

In Figures 11-13 daily variations of radiation temperature of different canopy types
are shown for 29 May 1988, as predicted by the USAF-TDA and the GMGO CANOPY model. These
results are compared with the AGA-measurements. For comparison the measured air
temperature is also shown. It can be seen that the GMGO model performs much better than
the USAF-TDA model does. The reason for this behaviour is, that the parameters of the
USAF-TDA model are matched to a specific scene. Apparently the USAF-TDA is not flexible
enough to adjust to other situations (information about USAF-TDA backgrounds and thermal
images used to adjust model parameters are given in AFGL, 1988). In agreement with these
results. Leldner st al. (1988) found a Poor performance of the unadjusted USAF TDA Models
compared to measured surface temperatures.

Figures 14-15 show differences in radiation temperature between different canopy
types. Although the USAF-TDA model performs better here than it did in terms of absolute
values, the results are still not satisfying.

Figures 16-18 show the same sequence of diagrams, except for other vegetation types
and for 30 May 1985.

Figures 11-13: Measured canopy temperatures (AGA), air temperature (T(air)) and model
predictions of USAF IR-TDA model and GM0 CANOPY model versus time; Meppen.
29 May 1985.
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Figures 16-18: Measured canopy temperatures (AGA), air temperature (T(air)) and model

predictions of USAF IR-TDA model and GMGO CANOPY model versus time;
Mappen, 30 May 1985.
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5. FURTHER DEVELOPMENT

GMGO's intention is to develop a decision aid to predict FLIR performance. Atmospheric
attenuation will be addressed by the transmission model LOWTRAN6 and sensor
characteristics will be accounted for by use of the appropriate MRTD function. There will
be three major milestones. The first milestone will be the development of a semi-manual
versioo. This version will allow data and forecasts to be input manually. Terrain is
still considered to be flat. Milestone #2 will include wind modification by topography
and also variation of solar heating by terrain inclination. Data and forecasts still have
to be input manually. In milestone #3 the decision aid will be linked to GMGO's mainframe
computer to get data and predictions out of databases and out of numerical models. Model
predictions will be taken from GMGO's mesoscale model, that has a horizontal grid size of
63.5 km. The local weather forecaster will have an option to manipulate data to correct
errors in data or wrong forecasts. The corrected data and model predictions will be used
as an input to an analytical small scale model that interpolates the mesoscale
predictions *to a smaller scale (grid size 1 km) and also accounts for topographical
influence on wind. Finally a one dimensional boundary layer model will be used to predict
local values of temperature, humidity and wind speed. While the TDA versions of
milestones #1 and #2 are PC/AT based TDA's the final version will need a workstation type
computer (e.g. HP 9000 or VAX).
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DISCUSSION

F. CHRISTOPHE, FR

Do you expect that a model derived from yours to be suitable at mm-wavelengths; that
is, for predicting contrast for a millimeter wave imaging radiometer?

AUTHOR'S REPLY

The outlined model is able to predict surface temperatures of vegetation canopies.
To determine mm-wavelength radiances from these results, it would be necessary to know
emissivities of vegetation in this wavelength region. In the IR-region, emissivities
are very close to unity, which is not the case for mm-wavelengths. Consequently, the
problem is more complicated there.

J. HANCOCK, US

The reason we are dropping empirical models and are developing first principles models
is that we felt the empirical models were not producing surface temperature forecasts
accurately enough. We found it very difficult to adjust the regression coefficients
to improve model prediction. When first principle-- models performance is insufficient,
we are able to physically explain the reasons for prediction error, and adjust modeling
procedures to correct these deficiencies.

AUTHOR'S REPLY

I do not want to comment further on Major Hancock's statement, since it gives a concise
summary of a major result of this paper.
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Remote Sensing of the Aerosol Scattering Coefficient
with a Multi-Field-of-View Lidar

Luc R. Bissonnette and Daniel L. Hutt
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P.O. Box 8800,Courcelette, Quebec, Canada, GOA 1RO

Abstract
A new lidar technique is proposed for the remote determination of the obscuration

effects of natural and man-made aerosols. It is based on the simultaneous measure-
ment of the lidar returns at different fields of view. By ratioing these returns, we
eliminate the need for a backscatter-to-extinction relation which makes the inversion
of the single-scattering lidar measurements subject to uncertainties. A system operat-
ing at 1.054 pm and fields of view of 5, 25, 50 and 75 mrad is described. Preliminary
results are discussed.

1 Introduction

Many modern defence systems use electro-optic (EO) devices for surveillance, detection,
identification, ranging, and guidance and control. These systems work well in good
weather conditions but can be adversely affected in poor visibility created by natural
aerosols or man-made obscurants. Therefore, field commanders need a continously up-
dated assessment of the performance of their EO systems.

Numerous studies have been carried out of atmospheric propagation effects in the
visible and the infrared. These have led to the development of complex models to calculate

the atmospheric extinction coefficient as a function of wavelength and meteorological
parameters. The most widely used models are LOWTRAN [1,2], FASCOD [3,41, and
the EOSAEL [5] library of computer programs. These models are very useful for design
purposes, for climatological studies, and for defining operational guidelines on the efficient

use of EO weapon systems. However, they are of limited help for real-time, on-site

deployment decisions. The physics of the aerosols which contribute significantly to the
optical and infrared obscuration is simply too complex to be predictable with acceptable
accuracy on the temporal and spatial scales relevant to field commanders. Real-time and
in situ measurements are therefore necessary.

A useful real-time and in situ measurement is the visibility or meteorological range.
In daytime and on land, very good estimates of the visibility can be obtained. However,
at sea and at nighttime, it is either not available or unreliable. In any case, visibility
alone is not sufficient as there is often little correlation between the extinction coefficients
in the visible and the infrared bands. Therefore, some means of measuring directly the

aerosol extinction coefficients at the wavelengths of interest must be found. The measured
extinction coefficients along with the standard meteorological parameters could then be

integrated into relevant Tactical Decision Aids to assist field commanders in making de-
ployment decisions. For operational purposes, the measurements must be done remotely

from a single station.
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The remote measurement of the aorosol optical and infrared extinction coefficients
is not yet a proven technology. The most promising approach is the lidar technique, or
the inversion of the range-gated aerosol-backscattered signal from a short laser pulse.
One difficulty with this technique is that the measured backscatter is a function of two
unknowns: the backscatter and the extinction coefficients. In this paper, we briefly review
the problem and propose a multi-field-of-view method that may contribute to resolving
the aforementioned indeterminacy. We also describe a multi-field-of-view lidar instrument
that has just been built and discuss some preliminary results.

2 Single-Scattering Lidar Inversion

For a monostatic and monochromatic system, the single-scattering lidar equation [6] is

P(R) = K---] exp -2  
R ()dr] ,(1

where P(R) is the power received from range R, K is the system constant, and 6(R) and
o(R) are the backcatter and extinction coefficients. Equation 1 relates two unknowns,
P(R) and a(R), to one measured quantity, P(R). The most common approach to handling
this problem is to assume a relation between 8 and a of the form

= Cuk, (2)

where C can be a function of R but where k is usually assumed constant. Equation 2
is substituted for 0 in eq. 1 and after differentiating with respect to R, the following
solution is obtained [7]:

R2(R)& R ) ilk '()

+ 2 R 2 r dr

where R. is the range at which the boundary value ab is specified. R can be greater or
smaller than R. It is assumed in the following that C(R) is known or can be determined.

Two principal difficulties are associated with the idar solution given by eq. 3. First,
eq. 3 assumes a single-valued relation between the backscatter and extinction coefficients.
Pinnick et at. [8], Takamura et al. [9] and Evans [10] have shown through measurements
and calculations that, although there are practical conditions for which eq. 2 is a rea-
sonable approximation, ,6/o is widely spread in many cases. The second difficulty is the
need for a boundary value ab. This boundary value cannot be arbitrarily chosen, it must
be consistent with the measured P(R).

The problem of the boundary value has been dealt with in various ways. Klett I111
showed that integrating backward, i.e. specifying the boundary value at Re > R, leads to
a more stable solution, a solution that tends to the true solution with decreasing R despite
errors on &6. Uthe et al. 112] used the total optical thickness measured by other means
over a given range in lieu of a boundary value. Finally, Kunz [13] derived his boundary
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value for slant path returns by first inverting a horizontal shot under the assumption of
horizontal homogeneity.

Perhaps the most serious problem is the 6i - a relation. Without additional inde-
pendent measurements, one cannot hope to achieve a fully unambiguous solution. This
constitutes a constraint that could make the use of lidars impractical for true single-ended
remote measurements. For example, Kunz [14] and Paulson and Powers [15] proposed a
doubled-ended lidar technique that provides two independent measurements to solve for
both P and o. However, this requires setting up a range instrumented at both ends and
is therefore inappropriate for true remote sensing.

In summary, the single-scattering lidar method can still provide a wealth of infor-
mation on the optical and infrared properties of aerosols but quantitative results can be
subject to relatively large errors due to uncertainties on the boundary value and the #/o
ratio. A theoretical analysis of the sensitivity of the lidar solution to these error sources is
given in [16]. In what follows, we propose to measure simultaneously the lidar returns at
different fields of view in the hope of gaining additional information to substitute for the
assumption of a 6 - o relation. The advantage is that this would still be a single-ended
instrument.

3 Multiple-Scattering Lidar Technique

Equation I is called the single-scattering lidar equation. It takes into account the radiation
that has undergone only one scattering, i.e. the backscattering at range R. All the
other scattering events occurring on both the forward and backward propagation legs are
assumed to remove completely the radiation from the receiver field of view. In reality,
forward-scattered radiation can reach the receiver, especially in the case of scattering
aerosol phase functions peaked in the forward direction. It is the information carried by
these multiple-scattering contributions that we hope to use to solve for the scattering
coefficient independently of the backscatter coefficient.

A multiple-scattering lidar equation can be derived from the lateral diffusion model
of [171. However, we get more physical insight by deriving the equation from phenomeno-
logical arguments.

A first effect of scattering is that the aerosol volume responsible for the lidar backscat-

ter from range R is illuminated not only by the unscattered reduced-intensity laser beam
but by light that has been scattered forward along the path from the transmitter to range
R. The incident power P(R) illuminating a volume of unit length and cross-section
determined by the receiver field of view 0 is tl'-, given by

Pi (R) c~ Poe'0 17a C-7+ + [I - -'I+] f(R 292/W2)} (4)

where P is the laser average power over its pulse length, r, = fo agdr with a, the absorp-
tion coefficient, o7 = fo' ±dr with u + the backward- and forward-scattering coefficients
obtained by integrating the angular scattering function over the backward and forward
hemispheres, f is the fraction of scattered radiation contained within the field of view 0,
and W 2(R, 17+,' ) measures the lateral spreading of the multiply forward-scattered radia-
tion with 0 a path weighted average of the forward-scattering angle. The functions f and
W 2 are yet unspecified. The first term represents the contribution from the unscattered

beam and the second term, the contribution from forward scattering.
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Similarly, part of the radiation that is backscattered at range R reaches the receiver
without being scattered and part is contributed by one or many scattering events. Thus,
the power P(R) received from range R is approximated by

P(R) OU R)P,(R)e-'7a - e_'7+ + [1 - e-7+] g(O2/ipl)} , (5)

where o- is the backscatter coefficient, g(0/2;) is the fraction of the radiation forward-
scattered on the return propagation leg that is captured by the receiver field of view, p
is a path weighted average of the forward-scattering angle, different in principle from $,
and G is a geometric factor that does not need to be put in explicit form for the present
application. The function f will be specified later.

Combining eqs. 4 and 5, we have

P(R) oc G 11+ -2q1) f] 11 + (e" -1) g] , (6)

where q = qa + Y7- + 97+ is the optical depth. Equation 6 neglects the stretching of the
laser pulse due to multiple scattering. Pulse stretching blurs the range resolution but
negligibly so for original pulse lengths of the order of tens of ns and for fields of view
smaller than a few degrees.

Expressions for the functions f and 9 can be obtained from the model of (17]. They
are complicated integral equations but useful asymptotic limits are easily derived. f and
g are asymptotic to their respective arguments when the latter tend to zero and to unity
when they tend to infinity. For the present application, we postulate the following simple
formulas to connect the two limits:

f - z (7)

I +

g(Y) Y

where x = R2 92 /W 2 and y = 02/p2. The function W 2 can also be derived in integral
form by use of the model solutions of [17] but the following expression constitutes a useful
approximation:

OR -,Re ' , (9)

where i is an empirical constant with the dimension of an angle. Assuming that o t- 4
and substituting eqs. 7-9 in eq. 6, we have

P(R) oc e j217e'n+ [ 92 + KO 1 [2 + 92e+ (10)92 + Kot)+ J 2 + #2¥ J (o

Both approximations W 2 - XOR 2 exp(t7+) and jo t- 4 will require validation.
For the multiple-scattering technique lidar, we propose tc. make simultaneous return

measurements at different fields of view 0. By ratioing the measured signals, the unknown
functions o- and G drop out and we are left with

p(R,9 ) (g2 +q))(t9+e)(,+,Con+ (0 +e,)+

P(R, 01) + )l 0+02 # + Oen) (21)
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Figure 1: Curves of the lidar return ratio versus field of view (half angle) calculated with
eq. 13 for different qt+ values, ic = 0.08: a, for 4, = 0.150; b, for 4 = 0.015.

We use as the reference signal P(R, 01) the return measured with the smallest field of
view. By design, 91 is chosen to be slightly greater than the laser beam divergence to also
have as a special case the single-scattering lidar configuration. Hence, 01 is generally of
the order of a few mrad and, for most cases, the following conditions should be satisfied:

< 01; C.0, (12)

except near a cloud boundary where P(R, #)/P(R, 01) --- 1. Thus, in regions where
P(R, 9)/P(R, 01) is sufficiently different from unity for the multiple-scattering technique
to be applicable, eq. 11 can be simplified as follows:

J(02,) to+ K, 0e +  +.,q (13)P(R, 8)_(e+ c, 42I 42+9e7'

P(R, 8,) k8 2+T,2 ) 042 + 82ej?+ V2 + r (3

Equation 13 shows that the measured ratio is function of two unknown quantities:

rl+, the scattering optical thickness; and 4, the average forward-scattering angle. If the

ratio is measured at two or more field-of-view angles 0 that are not small compared with
4, we can in principle solve for both i + and 4. The equations are algebraic equations
that do not require boundary values and the solution at each point R is independent of
the solutions at other points. Hence, errors do not propagate. For example, the expected
larger errors at small tq+ would not affect the results at greater optical depths.

Figure I shows examples of how the P(R, O)/P(R, 01) given by eq. 13 varies with 8
for selected values of 17+ and 4. For a given 4, it is obvious that the ratio is a resolvable
function of q+ but it may happen that different sets of 4, and 17+ produce ratios of similar
magnitude. One such case is illustrated in Fig. 2. The two lidat return ratios vary over
a comparable range of values for sets of ,

+ and 4, that differ by a factor of 7.5 and 10,
respectively. However, the difference in the 0-dependence is such that solving for both 17+

and 4, is possible. Hence, the proposed inversion method appears feasible but the errors
are expected to grow with the relative magnitude of 4 compared with the P's.

By differentiating rq+ with respect to range R, we obtain the forward-scattering co-
efficient o + . For aerosols with an albedo close to unity and a phase function reasonably
peaked in the forward direction, a + is within 10-15 % of the extinction coefficient. These
conditions are well verified in atmospheric aerosols for wavelengths in the near infrared.
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Figure 2: Comparison of calculated curves of the lidar return ratio versus field of view
(half angle) for different sets of r1+ and 0.

Since the method also gives the average forward-scattering angle, it is hoped that this
additional information can be applied to estimate the size of the aerosol particles which
could then be used to extrapolate the measured scattering coefficient to other wavelengths.

In summary, the multiple-scattering technique lidar derives the forward-scattering

coefficient from the information contained in the angular dependence of the received lidar
returns. The solution method requires neither a boundary value nor a backscatter-to-
extinction relation, and still relies on single-ended remote measurements.

4 Multi-Field-of-View Lidar

An instrument was built to test the multiple-scattering method discussed in the preceding
section. An overall view of the lidar transceiver is shown in the photograph of Fig. 3.
The laser transmitter and the telescope receiver are mounted on a scanner that can be

positioned between -5* and +90 ° in elevation, and -45* and +450 in azimuth. The
source is a pulsed Q-switched Nd:Glass laser at 1.054 jrm. The laser has a maximum
output energy of 1.5 J/pulse at its recommended maximum firing rate of 1 Hz and the
pulse length is 25 ns. The coaxial radar shown in Fig. 3 is used for eye-safety reason, it will
automatically close the laser shutter if any object enters the beam within the non-eye-safe
range.

The novel feature of this instrument is the receiver that allows simultaneous lidar

return measurements at four fields of view. The receiver main elements are a custom
designed detector and a custom designed lens. The detector is a special silicon PIN
diode. It is made up of four concentric active areas which are electrically insulated from
each other. The outside diameters of the active areas are respectively 1, 5, 10 and 15 mm.
Combined with the focal length of 202.46 mm of the telescope lens, these give nominal
fields of view of 5, 25, 50 and 75 mrad. The diode has a response of 0.35 A/W at 1.054
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Figure 3: Photograph of the lidar transceiver

pm and a dark current of less than 1 pA at its normal operating bias of 80 V. Each active
area has a rise time of less than 35 ns. The uniformity of the diode response over its entire
surface is better than 5 %. The separation between the active areas is 0.127-mm wide.

The main element of the telescope receiver is a custom designed 152.4-mm diameter
f/1.33 lens assembly. Its blur circle over the whole area of the detector in the focal plane
is smaller than the inter-element separation. A 850-nm cutoff filter in mounted in front
of the telescope housing. All lens surfaces, including the cutoff filter, are anti-reflection
coated.

The voltage output of each active area of the detector diode is conditionned by a
logarithmic amplifier before digitization in the waveform recorder of the data acquisition
system. These logarithmic amplifiers are used to compress the output signal of the PIN
diode elements to make it compatible with the dynamic range of the waveform recorders.
The input range is 20 pV to 3 V and the output swing is 2 V. The large signal response
characteristics are 16-ns rise time and 25-ns fall time. Figure 4 is a photograph showing
the detector and the logarithmic amplifiers assembled in a single module.

The laser source is mounted on top of the telescope housing as illustrated in Fig. 3.
The beam is steered by two mirrors to bring its axis coincident with the telescope axis. A
schematic of the optical arrangement is shown in Fig. 5. Mirror Ml is adjustable. Mirror
M2 is elliptical with a minor axis diameter of 25.4 rm. It is set at a fixed angle of 45' but
rotation about the telescope axis is possible. With the adjustments of MI and M2, the
laser beam can be centered and aligned on the telescope axis. This condition is essential
for the proposed multiple-scattering method. The outgoing unscattered laser beam must
either not come into the field of view of the outer detector rings or, if it does, it must
be exactly centered. In the present instrument, the beam divergence is 4 mrad and the
central field of view, 5 mrad. Hence, the alignment must be better than 1 mrad.

The four logarithmically amplified signals are simultaneously digitized at a rate of
32 MHz. All the data acquisition is controlled by software that also provides rapid dis-



39-8

Figure 4: Photograph of the lidar detector module.
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Figure 5: Diagram of the lidar transmitter.
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LASER RECEIVER PROCESSING
Wavelength 1.054 pm Diameter 152 mm Log Amp. >4 dec.
Pulse Energy 1.5 J Focal Length 202 mm Dig. Rate 32 MHz
Pulse Length 25 ns Det. Rings 1,5,10,15 mm Max. Length 64 ps
Divergence 4 mrad FOVs 5,25,50,75 mrad of Memorized or
Rep. Rate < 1 Hz Lidar Returns 9.6 km

Table 1: Multi-Field-of-View Lidar Characteristics.

play for monitoring the experiment in real time. Table 1 summarizes the main system
characteristics.

5 Measurements

Preliminary lidar return measurements are plotted in Figs. 6a and 6b. These results are
only partial. On the one hand, the fourth detector ring does not function properly; the
signal does not recover rapidly enough after the initial hit by the radiation scattered off
the optical surfaces. The fall time is greater than the 64 ps of tne data record. This effect
is attributed to the noncircular detector area that extends beyond the fourth ring element.
Since this sensitive area is not biased, the charges produced at t = 0 are not swept away.

Better optical shielding will be put in place to try to remedy this problem and provision is
being made to rebuild the detector with a guard ring. On the other hand, our alignment
procedure turned out to be not precise enough to ensure that the single-scattering return
is unambiguously centered on the inner 5-mrad field of view. This is because the beam
divergence is close to 5 mrad and that the beam profile at the time of the measurements

reported in Figs. 6 was highly non-uniform with most of the energy concentrated in two
hot spots near the edge of the beam. Further adjustments/improvements will be necessary
to achieve a more uniform beam profile and reduce the telescope/laser alignment errors.
Consequently, in Figs. 6, we show the returns from only two fields of view: 25 and 50
mrad. The 25- and 50-mrad curves were obtained by adding together the returns from
the detector elements 1 and 2, and 1, 2 and 3, respectively.

Figures 6a and 6b show typical returns from rain clouds. The time separation between
these two measurements is just over 6 minutes which illustrates that the cloud structure
can change quite rapidly. Of special interest to the present application is the ratio of the
50- to the 25-mrad returns. This ratio corresponding to the measurements of Figs. 6a

and 6b is plotted as a function of range in Figs. 7a and 7b, respectively. At first, there is
no measurable signal from the outer detector element and the ratio remains unity. With
further penetration, the multiple-scattering contributions begin to appear and the ratio
starts to increase slowly up to the base of the cloud layers. The backscatter in this region
is from a mixture of light rain and haze. At the base of the cloud layers, there is a slight
drop followed by a rapid increase. It is worth noting that this reid increase is somewhat
delayed compared with that of the corresponding lidar returns. What we can conclude
from these results is that the multiple-scattering contributions are measurable, and that
they are of magnitude comparable with the calculations based on the simple model of eq.
13 as shown by the curves of Figs. la and lb. Hence, although the measurements to date
are limited to two fields of view, which is not sufficient to test the proposed multiple-
scattering inversion, the results of Figs. 6 and 7 indicate that the technique appears



39-10

10-2 20-1

(b)

200 400 600 go0 1000 1200 1400 200 400 600 000 1000 1200 1,001

Rag3m)Rn. m

los ~I

3 0 3 0

o 0

62.0 1 00

.05 0 5

200 400 S00 B00 2000 2200 1400 200 400 600 800 2000 2200 1400

Rang. Ran)g.Cm

Figure 7: Mesured ratio of the 50- to the 25.-mrad lidar returns of Figs. 6a and 6b
respectively.



39-1I1

3 0

25 mad
10-4 2...5 1,Mad

~~5 .d£

2 0

1 0

D0-, I

200 400 600 o00 1000 z200 1400 200 400 600 800 £OO £200 £400
R-S~e (m) R..,e (m)

Figure 8: Calculated 25- and 50-mrad lidar returns (a), and their ratio (b), for conditions
given in the main text.

feasible and is worth investigating.

To verify how modeling compares with measurements, we ran a computer simulation
using the model of [171. We assumed a 250-m thick cloud layer with an extinction co-
efficient of 10/km and located 1 km away from the lidar. Below the cloud, we assumed
uniform light rain with an extinction value of 0.5/km and beyond, clear atmosphere with
extinction equal to 0.1/km. This represents a simplified cloud/atmosphere picture esti-
mated from the measured curves of Fig. 6a. The pertinent scattering parameters were
derived from the EOSAEL 151 phao, function data file. The calculated lidar returns and
lidar return ratio are plotted in Figs. 8a and 8b, respectively. The resemblance with
the experimental curves of Figs. 6a and 7a is very close. Since the proposed multiple-
scattering inversion method is based on the same model as that used in the calculations of
Figs. 8, these results further indicate that useful information should indeed be derivable
from multi-field-of-view lidar measurements.

6 Conclusion

A multiple-scattering lidar technique for the determination of the atmospheric aerosol
scattering coefficient was defined. The method requires the simultaneous measurement
of lidar returns at three or more fields of view. The principal advantage is that nei-
ther a boundary value nor a backscatter-to-extinction relation are needed. To verify
the method, a four-field-of-view system operating at 1.054 m was built. Because of
difficulties with two field-of-view channels, results to date are only preliminary but, nev-
ertheless, they indicate that the technique is feasible. In particular, it was shown that the
multiple-scattering contributions to the backscatter are not only measurable but of order
of magnitude in agreement with model predictions. Complete validation will require an
extended experimental program with careful and detailed monitoring of the atmospheric
aerosol properties. The simple heuristic model of this paper will probably need adjust-
ments, especially eqs. 7-9 and the approximation ip L 0. In addition to the proposed
inversion application, the new lidar will certainly provide useful information on the effect
of multiple scattering on lidar measurements.
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DISCUSSION

S. CLIFFORD, US

What are the effects of turbulence on your lidar measurements of multiple scattering
from clouds?

AUTHOR'S REPLY

We routinely observe small-structure fluctuations in the return signal. These are due
to fluctuations in aerosol concentration and size distribution which are certainly
related to atmospheric inhomogeneities or turbulences. We have not yet investigated
these effects which could be important for scales of the order of the field-of-view
aperture. My guess is that the method will yield, at best, an average value over the
field-of-view aperture.

Temporal fluctuations have no effect since the duration of the pulse is much shorter
than any characteristic time of atmopspheric turbulence.

H. HUGHES, US

Could you clarify two points for me? The first concerns the measurements that were
presented for the 25 mrad and 50 mrad fields-of-view. There the power ratios did not
exceed unity until near the cloud base. While the top of the cloud was not identified
in the measurements, in the attempts at modeling the returns, you showed power ratios
exceeding unity above the cloud top where the clear air extinction coefficients
corresponded to nearly 40 km visibility. Is this feature an artifact of the EOSAEL
phase functions that were used in the calculations? Second, could you comment on how
useful this technique might be in situations other than fogs or clouds for visibilities
greater than 2-4 km which are of primary interest to the Navy?

AUTHOR'S REPLY

The feature you are referring to is not an artifact. The aerosol beyond the cloud is
illuminated by the unscattered beam as well as by radiation forward-scattered by the
cloud. The latter contribution is spread angularly and therefore can cause a
measurable return for a field-of-view greater than 25 mrad even though the aerosol
concentration in this region is very small and would not by itself give rise to
significant multiple scattering.

At the wavelength Gf 1.05 microns, computer simulations indicate that the technique
should apply for visibilities in the range of 2-8 km. It is possible, however, that
a different set of field-of-view values would be more appropriate, probably smaller
than for the current system.
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SUMMARY

A model is presented to calculate Observed profiles are often non-
the vertical variation of aerosol logarithmic, however. Therefore extra
extinction coefficients throughout the information available from observed
marine atmospheric boundary layer. It meteorological profiles should be used
is referred to as the Naval Oceanic to take into account the physical
Vertical Aerosol Model (NOVAM). NOVAM processes which influence the vertical
is a combination of empirical and aerosol structure and which are thought
physical models, formulated to describe to be responsible for the observed
the often observed non-uniform, but variety of profiles. Existing empirical
also non-logarithmic, profiles. The models do not allow for the use of this
physical model is based on the extra information.
dynamical processes affecting the
production, mixing, deposition and size In this paper we describe an
of the aerosol within the marine approach being formulated to put
atmosphere. A status report is vertical structure into the extinction
presented including a critical prediction using a mixture of empirical
evaluation, and physical models which describe the

aerosol dynamical behavior. Prediction
in this context does not imply
prediction in time but rather an
estimate of optical extinction given a

1. INTRODUCTION set of atmospheric parameters which can
be used with the empirical-dynamical

For the assessment of the model. The model is referred to as the
application of electro-optical (EO) Naval Ocianic Vertical Aerosol Model
systems for vertical and slant path (NOVAM).
observations, the height variation of
electromagnetic scattering and The model for the structure in
absorption at wavelengths in the extinction was designed to describe
visible to the infrared is of non-uniform but also non-logarithmic
considerable interest. In the aerosol distributions which are
evaluations of EO propagation observed to exist throughout the marine
characteristics problems arise because atmospheric boundary layer. It is
existing empirically derived restricted to the marine atmosphere,
expressions for aerosol scattering and hence the designation Oceanic in its
absorption contributions to extinction title. The differences between this
were formulated for singly levels. Thi model and land-based models are the
Naval Aerosol Model (NAM) as found i marine type of scaling used for the
Lowtran VI is an example of this turbulent controlled processes near the
limitation. All data used in the sea surface, and the determination of
development of NAM was derived from the surface concentrations with NAN.
deck level measurements and no real The structure is a function of
provision was made for vertical turbulent controlled processes and of
structure in the aerosol concentration. the growth of the particles due to
variations in the vertical may be very height varying relative humidity. The
large, however, turbulent processes produce, deposit

and mix the aerosol and also determine
When vertical structure is required the depth of the mixed layer itself.

for slant path calculations, the
surface aerosol concentrations need to The following aspects of the multi-
be extended to higher levels. This may component model are addressed. The
be based on empirical models or on physical background of the turbulent
physical arguments. A usual approach in controlled processes and of the growth
existing empirical models is to assume features caused by relative humidity
a logarithmic decrease with height effects are presented in section 2, as
using effective scaling heights. well as the model used to predict
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extinctions found under solid cloud
decks. The model architecture and 'fre
considerations of the physical xP tropose
constraints as they are treated in
NOVAK are presented in section 3. -10 z'h
Examples of calculated profiles are
presented and compared with observed
profiles. A critical evaluation of the
several crucial parts of NOVAK with
reference to its intended use appears
in section 4. Finally, conclusions on
the present status and future of the e
approach and model will be given.

2. PHYSICAL BACKGIROND -10 Z=z

2.1 TURBULENT TRANSPORT IN THE MARINE c surface
ATMOSPHERZC BOUNDARY LAYER *103 Z:S i

The concentration of aerosols at 0 ' iffusion

various levels in the marine boundary xr K I
layer is determined by a number of Concentration (relative)
inter-dependent complex processes.
Multi-variable models of this behavior
are still in a rather crude state of
development. Figure 1. Schematic diagram of

atmospheric scaling regimes (nonlinear
In our empirical-dynamical approach scales).

the starting point for modeling aerosol
properties is the continuity equation
including source, sink, vertical thorough consideration of air-sea
transport and 'horizontal advection' particulate transfer processes by
terms for the domain. Since the marine Fairall and Larsen addressed the
boundary layer is of limited vertical relative importance of turbulent and
extent, both the surface and the top of diffusive transport mechanisms in this
it are potential source or sink so-called constant flux layer and the
regions. diffusion dominated sublayer. Using a

standard micrometeorological formalism,
As they are presently used in NOVAM, the surface source and sink properties

the dynamic equations neglect can be described in a surface layer
advection, the effects of which are scaling context.
included through the air mass
parameter. Thus, the sources and sinks The mixed-layer constitutes about
for the aerosol particles in the 90% of the boundary layer. Models based
boundary layer are by transfer through on its special properties are usually
the sea surface or by entrainment and referred to as mixed-layeg models. The
gravitational fallout from the non- classic mixed-layer model is
turbulent troposphere immediately above considered to be applicable to the mid-
the marine boundary layer. latitude marine regime where mixing in

the boundary layer is dominated by
The vertical mixing of aerosols reasonably homogeneous turbulence

throughout the boundary layer is produced by surface shear and/or
determined by the turbulent transport convection generated by warm water or
processes, which in turn are influenced cloud top radiative cooling. The mixed-
by the relative humidity. The simplest layer model is one of the simplest
case is the mid-latitude (as opposed to because it ignores the details of the
tropical) boundary layer with a strong vertical transport processes by
inversion, which is well-mixed. When assuming that the turbulence is strong
weak cumulus convection is present, a enough to maintain a well-mixed
two layer model must be used to boundary layer. This implies that the
describe the aerosol structure, fluxes in the boundary layer have a

linear dependence on height and that we
In the simplest well-mixed case four need only to specify the value of the

scaling regimes exist within the marine flux at the bottom and top of the
boundary layer. These regimes are boundary layer.
differentiated by the relative
dominance of the different processes The definition of the mixed-layer
found within them. These are designated implies that particles of less than 30
(see Figure 1) as the free troposphere Am radius are expected to obey mixed
above the mixed-layer (p), the mixed layer scaling whizh is usually taken
layer (f), the turbulent surface layer to mean the absence of a vertical
(c) and the diffusion sublayer (d). gradient. Since the mixed layer

formulation only requires that the
The nature of the various gradient be constant with respect to

atmospheric transfer processes permits time, clearly a constant vertical
us to identify certain height regimes gradient is permissible. Davidson and
where the analysis can be simplified by Fairall,

7  
using phlsical arguments of

scaling arguments. For example, near Wyngaard and Brost, show that a mixed
the surface (within 10 meters of the layer gradient for a surface generated
ocean) the particle flux is generally aerosol component (e.g. sea salt) would
considered independent of height. A be given by
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"ax -1.5= w, (Sr - VdXsr + 2.5 WeXsr) measurements in marine stratus cloudlayers when the surface wind was low.
10

(1) This limits application of the stratus
model to cases when low level mixing is

where X is the concentration of the present and an inversion exists below 3
sea-sal aerosol in the mixed-layer at km, the cloud cover is greater than 0.8
height z, Sr is the surface flux , V is and the wind speed does not exceed 5
the effective fall velocity, We is the m/s.
entrainment rate, h is the height of
the boundary layer, and w. is the The extinction properties ffe
convective scaling velocity, determined using Fitzgerald's

approximation formulas which apply at
Gradients predicted by Eq. (1) would wavelengths in the infrared between 1

be dependent on particle size. With and 11 pm, as compared to the
representative values for the scaling wavelength of 0.2-40 pm for the other
parameters, the height variations for categories. This is a major limitation
the very small particles can usually be of the marine stratus model.
neglected under typical conditions.
This is generally not true for larger
particles. It is also important to note 3. THE NiVAL OCEANIC VERTICAL AEROSOL
that the role of relative humidity, MODEL (NOVAI)
which affects the gradient through both
V and X r, has not been considered. 3.1 INTENDED USE OF NOVAKN
Tis wilT be discussed in more detail
in section 2.2. NOVAK was formulated to estimate the

effect of the vertical variation of the
Another climate regime is also aerosol concentration on slant path

globally important. This regime, which extinction. It is intended to be used
is visually characterized by "fair with an equilibrium surfac? layer
weather" or scattered cumulus clouds, aerosol model such as NAM. As such
is common over the ocean in the trade- NOVAM is an extension of NAM. The NAM
wind latitudes. Physically, the version found in LOWTRAN6 has been
presence of the cumulus towers updated since new scientific data has
significantly modifies the transport become available after its introduction
properties of the boundary layer. The in 1983. These include the following
cumulus towers dominate the upward developments:
transport of moisture, heat, and - A much more accurate parameterization
aerosols. This upward transport, which of the wind dependence of large size
is confined to narrow columns that aerosol, based on a new set of
represent only a few per cent of the measurements.

12

horizontal area, is balanced, in part, - The development of an improved
by a much more broadly spread downward multispecie trosol growth
transport (between cloud subsidence). A formulation.
trade-wind equivalent to the mid- - The inclusion of different chemical
latitude mixed-layer m~del was composition of the individual
developed by Albrecht. Davidson and populations of marine aerosols. This
Fairall describe the application to affects both the optical properties
aerosols, of the aerosol and their growth

properties.
2.2 AEROSOL NUXIDITY EFFECTS - An improved parameterization

technique which will eliminate the
The marine aerosol consists in large necessity ? knowing the air mass

part of hygroscopic particles, the size parameter.
of which varies by evaporation and
condensation, in response to changes in 3.2 MOVAx', INPUT AND OUTPUT
the relative humidity. In the mixed-
layer the relative humidity varies with NOVAN has a comprehensive default
height and the sizes of the dispersing system coupled with a method of
particles change accordingly. In NOVAK, estimating the "goodness" of the
the modal3 aerosol concentration prediction. The philosophy behind this
profile is determined for the size idea is that the model ought to be
distribution at 80% relative humidity. usable by everyone, even if the
For simplicity the humidity growth required input data is incomplete.
effects are only taken into account to However, the statistical reliability of
adjust sizes and refractive index to the output should decrease as the
derive the extinction coefficients, but quality of the input decreases, since
not to alter the modal profile that requires best estimates from other
concentrations. models with their inherent accuracy.

This is reflected in a quality factor.
2.3 EXTINCTION ZN MARINE STRATUS CLOUDS

The inputs requested by NOVAK
The model used in NOVAK to calculate include the set of jurface observations

extinction in marine stratus clouds is listed in Table 1 and the general
distinctly different from the physical profile for temperature and humidity as
profile models described above. The observed with radiosondes.
stratus case bypasses estimates of
aerosol entrainment, generation or The product of NOVAK is primarily a
deposition rates and is based only on file of the extinction and absorption
the physics of aerosol growth with coefficients at various levels in the
changes in relative humidity. marine atmosphere. In addition, an

optional log file is produced for the
It was developed from detailed user which allows an insight into what
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Table 1. Surface observation data file from a default relaive humidity
profile generator. At this point the

position meteorological data Mie theory of light scattering and
absorption from a population of aerosol

1 sea surface temperature (C) is used to calculate the optical
2 air temperature (C) properties of the atmosphere with pre-
3 relative humidity (%) calculated Nie integrals of extinction
4 optical visibility (km) and absorption for the requested
5 local wind speed (m/s) wavelengths and the appropriate
6 averaged wind speed (24 hr) relative humidity. This is achieved by

(m/s) associating these with the derived
7 air mass parameter [i..10] aerosol size distribution at each
8 cloud cover (tenthj) level. For the case of the sub-stratus
9 cloud type (1..01 model a simplified Mie calculation for
10 surface infrared extinction each height in question is undertaken

at 10.6 m (1/km) in a more specialized way.
11 present weather in standard

code [0..99] 3.4 EXAMPLES OF TEN RESULTS AND
12 height of lowest clouds (m) cOlaON WITE EXPERIMENTAL DATA
13 zonal/seasonal category

[1..6] Figure 3 shows examples of how NOVAK
estimates a profile of extinction at
wavelengths in both the visible and IR

"decision" steps were taken by the bands. The meteorological profile data
model. used as input for NOVAK was obtained

form a tethered balloon platform on
3.3 MODEL ARCHITECTURE which also a nephelometer as well as a

PNS (Knollenberg) particle spectrometer
The model is based on the physical were located. Extinction at visible

processes affecting the production, wavelengths is obtained directly from
mixing, deposition and size of the the nephelometer, whereas extinction at
aerosol within the marine atmosphere. different wavelengths may be
Individual groups of aerosol with calculated, using Nie theory, from the
similar origin are represented by aerosol size distributions obtained
separate lognormal size distributions, from the P14S system. The tethered
All the processes which we assume to be balloon measurements presented in
acting on a certain group are Figure 3 were taken on the upwind side
considered to have similar effects on of San Nicolas Island, California, on
all particles in that group. Ti: net July 18, 1987.
optical effect produced by the trosol
is the result of the superposition of Figure 3a is the extinction profile
all the groups. for wavelengths in the visible and

contains extinction data measured

3.3.1. SELECTING TUE PROFILE directly with the nephelometer,
extinction data calculated from the

To determine the aerosol size measured aerosol size distribution, and
distribution at any particular level, the extinction data estimated by NOVAK
one of a set of mixing profile models using the measured profile of air
is used. The selection process is temperature and relative humidity. The
evident from the flow chart in Figure data shows that there is a considerable
2. The selected model depends on the amount of scatter in the measured
input data available, the extinction at the various altitudes.
meteorological conditions, and the The NOVAM prediction at the visible
wavelength at which calculations are to wavelength is within the envelope of
be made. the scatter better than 75% of the time

for this particular case.
Several of the modular processes in

Figure 2 have yet to be formulated. Figure 3b shows the comparison
These include the stable boundary layer between the calculations of the average
model, a deep convection model, and a extinction in the band between 3 and 5
high wind stratus model. The pm using the Nie code on measured
possibility for their future existence aerosol size distributions and the
has been planned for however in the NOVAK prediction for 3-5 pm. Because
selection process. These cases are now there was no direct measure of
routed to the default mode of extinction in these IR bands, only the
calculation. The modular processes mie calculations of the measured size
which are now supported include a weak distribution are shown. A similar
convection model, a simple mixed layer comparison for the 8-12 pm band and the
model, a sub-stratus model and a NOVAK prediction at 10.6 pm is shown in
default model. figure 3c. The present version of NOVAK

is underestimating the apparent
3.3.2 EXTINCTION CALCULATIONS WITH extinction in the I' bands in the
SELECTED PROFILE MODEL region above the inversion. This is a

result of larger particles from the sea
In all but the sub-stratus model, surface being mixed into the atmosphere

the physical processes acting on the above the apparent inversion by the
aerosol are accounted for at each level process of entrainment.
to determine the net aerosol size
distribution at a nominal 80% relative
humidity. The actual relative humidity
at each level is determined either
directly from the radiosonde data or



40-5

N. 0. Us A. MI
START

Enter Location ....

flushed lines rotor to input e oi
Data flow during calculation. COttat defaul the profile

* surf ace &lues. obsery at Ion.
Solid lines refer to progra

lewisflee.Input surface

observations. laud

profil .. ...
Is ther, data

preclitation7 e

handle -------
utitut, defaut thE*uteuc.uue fo. missin! oe Ot! cSurface ieeasurem so

Calculat outface r ...- ...
coiic nrtion tn

DCpoiedat Doll Box prfleile~esa1ha

DosrofrfieileYe a----

no silett ytto be
used in

Nod CIsorption

Figur 2. Fow chrt fdetected2.0



40-6

Aerostat Measurements SNI / 87
1000 Figure 3. Comparison between

"Nephelaseter Date extinction profiles predicted by NOVAK
" Knolienherg Data (solid lines) and experimental

800 extinction profiles derived from
-NVAN Predctin0 nephelometer data (filled diamonds) or

I ofrom particle size distributions using
60 • Nie theory (filled circles). The

600 measurements were made from a tethered
balloon.
(a) Comparison of the NOVAK prediction
for a wavelength of 0.55 pm with a Hie-
calculated profile at 0.55 pm and the

400 extinction profile derived from the

~nephelometer.
(b) Comparison of the NOVAN prediction
for 3.5 pm with the average Hie

200 0 extinction in the 3-5 pm band.
Flight 1814 (c) Comparison of the extinction

profile as predicted by NOVAK for 10.6
01pm with the Mie calculated average
-3 -2 - 0 extinction profile in the 8-12 pm band.

tog O Extinction (0.551

(a)

1000 4. EVALUATION AND FUTURE DEVELOPKENTS

0 Knollenberg Data 4.1 APPROACH

800 - NOVA8 Prediction The NOVAK approach as presented

above, is a mixture of mode1' 7devped
at the author's Institutes.

,
'

,
'

60 -The individual codes were developed for
specific situations, which sets
limitations to the applicability of the
model. Extensions to other locations

400- and other meteorological conditions are
Z now major goals.

For evaluation, experimental data on
the vertical structure of aerosol200 concentrations and optical propertiesFlight 0614 are available from various experiments.

Among these are aircraft aerosol

. . 0 measurements over the North Atlantic
Ioi I do-' o" 1 1o and the East Pacific and lidar profiles

of backscatter and extinctionExtinction @3-5 (l/km) coefficients measured over the North
Atlantic and the North Sea. The

(b) geographic spreading and the variations
0o in meteorological conditions guarantee

a severe test on the usage of the
model. The comparison of the calculated0 Knollenberg Data and observed profiles is expected to

S00 - NOVAM show both the strength and the weakness
of the model. Improvements will be made

Ci accordingly. Some of the problems that

Z are currently being worked on are
600 discussed in the following sections.

e 4.2 RADIOSONDE SOUNDINGS

400 -. The availability of meteorological
Z 00profiles is a major requirement for/ OO~eapplication of the complete model.

Temperature and humidity profiles are
20 t 6needed to determine the height of the
00 Flighit 114 inversion capped mixed-layer, the

I.temperature and humidity gradients from
the surface to above the boundary layer

0 (see Figure 1), end the cloud base.
to' t0" 504 o

"
g to" I to This information can be obtained from

good-quality radiosonde soundings. The
Extinction 08-12 (1tkl interpretation of the soundings to

obtain the input parameters is not
(c) always straightforward. Errors in the

interpretation may result in NOVAM
selecting a non-representative
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extinction profile model. To assist the size is equal for all particles of the
user with the analysis of the same NOVAM mode, while different growth
radiosonde data, an automatic computer factors apply to different modes.
code is under development. However, since the mixing varies with

particle size, the shape of the size
In cases when radiosonde data are distribution should change in the

not readily available, default humidity vertical as well. These two effects are
and temperature profiler are qener ged presently being formulated for NOVAN.
from the surface observation data.1
Because these results cannot always be 4.4 A ROSOL 8123 DISTRIBUTION MODEL
as good as an actual measurement the
reliability of the calculated The aerosol size distribution used
extinction profile decreases. This is in NOVAN is a combination of lognormal
expressed in the quality factor. In distributions describing the individual
particular some profile parameters in compnents, similar to the one used in
Eq. (1), e.q. the entrainment rate NAM. In the last decade an
(We), cannot be evaluated reliably from appreciable number of other data on the
the default model, marine aerosol has become available.

These were used for the new formulation
4.3 RELATIVE RUMIDITY UIIUCTS ON of NAM that is now used in NOVAM, as
IZROSOL MIXING described in section 3.1.

In a well-mixed layer the profiles The largest particle mode in NOVAM
of scalar quantities can be described has a mean radius of 2 pm. The aerosol
on the basis of surface fluxes and extinction in both the 3-5 pm and the
entrainment parameters. This does not 8-12 pm transmission windows are
apply to aerosol mass, because it is predominantly determined by this 2 pm
not a conserved scalar quantity since mode. The transport properties of the 2
the size of the particles changes in pm particles are quite different from
respcse to changes in relative those of the 10 pm particles which in
humidity. The freshly produced surface fact determine primarily the IR
droplets evaporate until they are in a extinction properties in the 8-12 pm
dynamic equilibrium with ambient transmission window. This is presently
humidity. This process will not taken into account in NOVAM and the
predominantly take place in the surface profiles for wavelengths in both IR
layer. In the mixed-layer the size of windows have similar shapes. To
the aerosol particles changes because describe the extinction profiles in the
the relative humidity varies with 8-12 pm window, it might be desirable
height. to add another mode with a mean radius

of about 10 pm.
In NOVAN the particles are mixed

throughout the boundary layer for a Data on these large particles are
given size at 80% relative humidity available from surface layer
(section 2.3). This is too simplified measurements of aerosol size
because the concentration gradients, distribution profiles for particles
cf. Eq. (1), also change as the larger than J.pm during the HEXOS
particle size varies with relative experiments, covering in a wide range
humidity. At 1ist two effects should of wind and stability conditions. A
be considered. The first effect is parameterization of these particle size
that the effective fall velocity Vd in distributions will be attempted to take
Eq. (1) is affected through both the the influence of larger particles
change in the Stokes fall velocity and properly into account in NOVAK.
the change in the turbulent deposition
velocity. The Stokes fall velocity Additional improvements of the
(Vs), e.g., increases by a factor 3-4 aerosol particle size distributions
when humidity increases from 80% to might be obtained from the inclusion of
98%. For a particle with diameter D and parameters other than mean and local
density p, VS is given by: wind speed, relative humidity and the

p D
2 
g air mass parameter. Monahan

" 
has shown

(2) that whitecap coverage, whichdetermines production, depends on

where g is the gravitational atmospheric surface layer stability,
acceleration and q is the dynamic water temperature and fetch, as well as

viscosity. Eq. (2) shows that V varies wind speed. Further the wave properties
with 0 , and with the particle 3ensity should be considered. Wave breaking in
p. The particle density p changes with a developing wave field is

relative humidity, S, according to: significantly different from wave
breaking in an 'aged' wave field. In

P - Pw + (Pd - Pw) g(s)
3  

(3) coastal regions the water depth and the

where p and p are the densities of fetch will influence the wave field.

pure waer and-of dry particles,
respectively, and g(S) is the humidity The above considerations are

correction factor that relates a important in the assessment of the
particle with size 080, at 80% relative present status of NOVAM. The inclusion
atielth relative a 1 7 the of parameters such as fetch, stability,

h d tsea water temperature and 'windambient relative humidity duration' requires a new analysis ofD - D80 g(S) (4) the available data. This is a major

effort. On the other hand it might lead
The second effect is the shift in to a better paramcterization of local

the particle size distribution due to influences and improve the
humidity effects. The shift in particle applicability of NAN.
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Low Level Range Coverage Performance Prediction for VHF Radar

H. Kuschel

Forschungsinstitut far Hochfrequenzphysik der FGAN e.V.
Neuenahrer Strasse 20, D-5307 Wachtberg-Werthhoven. W-Germany

Summary

At VHF radar frequencies the range coverage is not strictly limited by the quasi-optical horizon like at

microwave radar frequencies but is extended due to diffraction propagation. This effect, here called

beyond-the-horizon (BTH) detection capability is strongly dependent on the propagation path and thus on the
terrain structure. The availability of digital terrain maps gives way to the use of computerised methods for the

prediction of radar range coverage in real environment. In combination with wave propagation models suitable
for diffraction at terrain structures, digital terrain data can even be used for the predication of BTH target

detectability at VHF radar. Here the digital landmass system (DLMS) terain database was used in combination
with a multiple-knife-edge diffraction model to predict the diffraction attenuation between the radar and the
potential target positions, especially beyond the optical horizon. The DLMS database consists of topographic
height data as well as on cultural dam describing the built up areas and forested areas according to their height
and extension. The propagation paths extracted from the database are modelled as a sequence of diffraction
screens suited for the application of a Fresnel-Kirchhoff algorithm yielding the knife-edge-diffraction
attenuation. This terrain related propagation model has been verified by a large number of measurements at
different frequencies.

Implemented in a fast computer system, this prediction model can be used for mission planing of air operations.
Considering hostile VHF radar coverage and terrain conditon for flight path optimisation or, on the other hand it
can assist in siting mobile radars for gap filling according to the actual threat situation.

Calculations of the diffraction propagation using the prediction model, described above, yield range coverage
patterns in real terrain situations, allowing to quantify the BTH detection advantage of VHF radar compared to
microwave radar. An experimental large wavelength radar LARA (VHF) has been built at the Forschungsinstitut
for Hochfrequenzphysik to examine the potential and limitations of VHF radar for the detection of very low
flying targets beyond the close horizon. Here, especially the detection of hiding helicopters by exploiting
diffractive wave propagation was examined. Measurements at different VHF frequencies were carried out, to
validate the results obtained by simulation.

Introduction

The ability of some classes of targets, to approach an asset undetectedly is mainly based on their low level flight
capability. Using the shadowing of terrain structures to avoid detection by hostile radars is a commonly agreed
tactics which is not only used by terrain following aircraft and missiles but - even to a wider extend - by
helicopters which may hover behind forests or hills before attack. To counter such covered approaches, increased
radar coverage has to be achieved either by additional gap filling sensors and elevated platforms, or by the
exploitation of propagation effectu like diffraction which occur at low radar frequencies (VHF). Since radars at
these low frequencies not only offer advantages in terms of low level coverage, but do also provide preferable
performance against stealth targets and ARM's. Coverage mapping for mission planing, as well as siting decisions
for VHF radars should consider VHF propagation phenomena.

Wave Propagation

Refraction

The refraction of radar rays in the earth's atmosphere is caused by the variation of the refractivity in the
troposphere with increasing height, resulting in a continuously bending of the radar rays towards the surface of
the earth. This effect is usually taken into account using the model of a fictuous earth with increased earth
radius to allow straight ray calculations. The factor, by which the earth radiu, is increased (multiplied) is
dependent on atmospheric conditions, and thus varies for different locations and times. The factor is defined as

k I (I)
I . rE * dn/dh

where rE is the real earth radius and dn/dh is the gradient of the refractivity with the height above surface. The
factor k can range from 0.7 to 10, where 1.34 (4/3) is an often used mean value. Since the refractivity varies
widely with time and space, it is difficult to apply refractivity models, other than statistical ones, however, the
influence of k-factor variation is small compared to other propagation effects, especially for short range radars
Ill.



41-2

Diffraction

The diffraction of electromagnetic waves at edges of obstacles is of increasing importance with increasing
wavelengths. This effect was very clearly shown by Kirchhoff, using the simplified obstacle model of an ideal
diffraction screen. The field strength behind the edge of an obstacle is thus described by equation 2./2/.

_E, e
E= .. _ e • [ +(C(v)+JS(v)) (2)

,/2 V'€2-

where EO is the free space field strength and

v I
C(v). fcos'(I-t')dt (3)

0 2
and

S(v) - !sin -. dt (4)

0 2

are the well-known Fresnel integrals. The argument of the Fresnel integrals, v, represents the physical and
geometrical properties of the propagation path, i.e. the diffraction geometry referred to the wavelength.

H is the height by which the obstacle exceeds the straight line between the radar source and the selected point,
where the fieldstrength is calculated, and dl and d2 are the distances from the obstacle to the source or the
selected point, respectively. I is the wavelength of the radar emission. In this case the height H is negative.
Commonly used approximations for large values of ,v t, i v, >>0.5, which is valid for locations far beyond the
horizon and for very small values of ivi i.e. close to the shadow boundary, i vi.l.5, are given by the following
equations.

E/E o - 0.225/tvi for ivi >> 0.5 (5)

E/E o = (l+v)/2 for ivi < 1.5 (6)

The figures I and 2 show curves of constant E/E o ratio versus distance behind the obstacle for a given path
geometry and two different wavelengths. A comparison of the two figures clearly shows the increase of field
strength behind the obstacle with increasing wavelength. However, this result is valid for the screen model which
is an extremly idealised one, it can be applied to real obstacles as forest edges, hills or mountains in a first
approximation. For rounded obstacles, the fieldstrength of the diffracted field decreases, compared to the ideal
one, but, since the curvature which then has to be taken into account, is frequency dependent, in the case of large
wavelengths, the so called knife-edge model can even be applied to rather coarse terrain structures /2/. At the
FHP, a wave propagation model, based on the above described theory, has been combined with a digital terrain
data base to predict the radar range performance at different frequencies in different types of terrain dependent
on radar system parameters and target assumptions /3/. In figures 3 and 4 the range coverage patterns for a
fictive radar site are shown at two different frequencies one in the microwave region and one at VHF, against a
low flying target. The coverage patterns illustrate the low frequency detection range advantage.

Site Wave length •

Diffraction edge

Fig. Fieldstrength behind an obstacle at I - 3 m
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Multipath Propagation

In addition to refraction and diffraction, reflections of radar rays at the surface of the earth, causing so called
multipath propagation, affect radar performance. In this case, multipath means the superposition of a direct and
a reflected ray at the target location which can either cause an increase by a factor of two if the rays are in phase,
or a total elimation of the signal for a phase difference of 180 degrees and ideal reflection. Between these two
extrema there is a wide range of resulting signal levels depending on the phase difference and the reflection
coefficient. For radar application, not only the signal strength is important, but also the phase information is
often needed and may be destroyed by multipath propagation. Two types of ground reflections are u~tally
discriminated. Specular reflections which appear at smooth surfaces and diffuse reflections from rough
surfaces.

The so called Rayleigh criterion

X - 16-h.sinO (7)

gives a measure for the frequency dependent surface roughness, for which specular and diffuse reflections are
approximately equal. h is the surface roughness and 0 is the grazing angle. Equation 7 clearly indicates that for
larger wavelengths specular reflection can occur for greater surface roughness or larger grazing angles,
respectively. Hence, for larger wavelengths, multipath propagation is more likely to occur than for smaller ones.
The contribution of the reflected ray to the interference field, however, is not only dependent on surface
roughness and grazing angle, but also on the electromagnetic properties of of the surface, permittivity e and
conductivity Er , and thus again on the frequency. For large values ofEr, i.e. e fr

1
1 the reflection coefficient

is
sin 0 -R-- (8)

sine C

where C

for vertical polarisarion, and

for horizontal polarisation
with

(underlined values represent complex numbers) Assuming specular reflection, multipath propagation can cause
serious lobing of the antenna elevation diagram in free space. The location of minima and maxima of the lobing
diagram is, like the whole problem, very geometry dependent and can only be calculated, if exact knowledge of
the propagation path is provided. For very small grazing angles ,provided the Rayleigh criterion for specular
reflection is fulfilled, the reflection factor can be assumed to be equal to-I which yields for the resulting
fieldstrength:

E/E o = 2 I sin( 2'd hr)h (9)

where d is the distance between radar and target beeing located at heights hr and ht , respectively, above the
reflection plane. The positions of the maxima are calculated from the condition:

2nn-) -neN h f2 (2n-1)" n ,N (10)'d2

and those of the minima from:

2 n h , h , - n ' n 1 N o o (

which shows that there must be a multipath minimum at the horizon. Fig.5 shows the example of an elevation
diagram. This first elevation coverage minimum in the horizontal plane can be a serious restriction to radars at
very low frequencies, where a lot of surface areas appear to be smooth according to the Rayleigh criterion.
Hence, to limit a performance degradation by multipath, the frequency must not be choosen too low, unless the
antenna can be elevated sufficiently to be out of the first minimum for the target. (like in the TV nets)
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The Experimental Radar LARA

LARA is the name of a large wavelength ecperimental radar system which was built at the Forschungsinstitut for
Hochfrequenzphysik in Germany and is used for radar research in the VHF range. Verification of propagation
effect modelling by measurement of height profiles is one of the main tasks, together with helicopter
measurements for signature analysis and target classification. The LARA system is operated at two frequencies in
the VHF range, the lower one beeing about 60 MHz and the other one at about 200 MHz in the upper VHF
range.

The echo data are received, down converted to base band and recorded as I and Q-channel components for
off-line processing. The radar antenna, used in the LARA system consists of a two yagi array for the 60 MHz
branch and a 4 yagi array for the 200 MHz branch. Fig, 6 shows the antenna configuration.

\ '\

A A n

ig6:LARA Antenna
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Verification of propagation simulations

To quantify the beyond-the-horizon detection advantage, measured data, taken during a number of helicoptertrials in Germany with the low frequency experimental radar system LARA were compared to calculated data for

the same path. Figure 7 shows the geometry of the measured path where the target was monitored at positions
within and beyond line-of-sight at height of -300 to42t0 sth respect to the horizon line (LOS)

frcL eo-rejry
- LO .

ic

Fig. 7: Path geometry indicating target positions

Multipath

At the heigh VHF frequencies, the surface is to rough for multipath effects, but the diffracting terrain structure
can successfully be modelled as a diffraction screen. For the lower VHF-frequency, multipath propagation has to
be taken into account, additionally, since the terrain surface is smooth according to the Rayleigh criterion. In
contrary, the effect of beyond-the-horizon propagation is more pronounced at low frequencies. The measured
height profiles of the radar echo strengt' for one path are given in fig. 8 for different VHF frequencies, where
the lower VHF profile (a) shows a rather deep multipath minimum at the horizon but a regeneration zone below
line-of-sight, and the higher VHF profile (b) shows no multipath but a more rapid collapse of echo strength
below the hrizon.
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Physical Coverage Patterns

Combining the verified propagation model, as described above, with the terrain data base, mentioned in the
beginning, range coverage plots for a given radar can be calculated for actual terrain situations.
Similar to the line-of-sight case, where a target can be detected at ranges less than the maximum free space radar
range Rmax, for locations beyond the radio horizon, a condition for detectability can be defined as follows:

Let Rma x o be the maximum free space radar range for given parameters like probability of detection, false
alarm rate and target radar cross section, for example, then an energy surplus will be available at ranges less than
Ring o. Hence, as long as the product of target range R and propagation factor a D is less than or equal to the
maximum free space range, the target will be detectable even beyond the horizon, according to energy
calculations.

R" = Rmaxo (12)

Athmospheric refraction is taken into account via t., refraction index, influencing the k-faktor and thus the
effective earth radaius. Since k can vary from 0.7 to about 10, the effective earth radius, for which straight ray
geometrie can be applied, can vary from 4460 km to 63700 km k - 4/3 is an often used mean value. It was out of
the scope of this paper, to include the examination of clutter problems.

Terrain profiles in equidistant angular spacing are extracted from the terrain database. Each path is examined for
those ranges, where the condition for detectability of a target at given height is met, i.e. in equidistant range
steps, the attenuation as caused by diffraction is calculated and the detectability condition is checked using
equation (12).

Decision aid for VHF Radar siting

Radar coverage performance is, in general, one of the decicive features for radar siting. For microwave radars,
there are serious restrictions to low level coverage due to terrain screening, so that radar sensors would have to bee
sited rather close to achieve full coverage at low elevation, and would thus have some coverage redundancy at
high elevations, where terrain screening is no restriction, VHF radars, however, offer some advantage against low
level targets, since radar energy is diffracted at terrain structures and thus areas beyond line-of-sight are
illuminated. In these areas, targets can be detected, if the reflected echo is still strong enough. In the
beyond-the-horizon case, the echo power is not only a function of the target RCS, the range and the radar
parameters, but also on the diffraction conditions.

In a real terrain situation, three fictitious radar sites have been chosen to achieve sufficient line-of-sight (LOS)
coverage against aircraft flying at 300 ft in a terrain following mode in a given area.
This configuration is adequate for microwave radars which, in general, demand line-of-sight to the target for
detection.
Figure 9 gives the combined coverage plot for the microwave sensors in the chosen positions. It is obvious that in
this area three radars are necessary to achieve low level coverage, while for higher elevations, i.e. full free space
range is achieved, only two sensors would be sufficient.

For the siting of the alternative low-frequency VHF-sensors, a number of possible sites were examined according
to their range coverage and the optimum combination was chosen. Figure 10 which shows the VHF radar
coverage, indicates that two sensors, properly sited can cover almost the whole observation area. It is important to
note that quite a large percentage of the observed area is covered by diffraction which can only be taken into
account using the combined terrain-propagation model for coverage calculation.
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Figure 9: LOS coverage
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Flight path planing

Contrary to the problem of propet siting of radar sensors to achieve optimum areal coverage, appears the problem
of detection avoidance by hostile radars. Especially radars, operating at low radar frequencies have rather good
low level coverage performance, as shown before. Hence, it is important to know, which regions inside the
coverage area of a netted group of radars may offer advantageous conditions for undetected approach.

Here, the most important parameter for flight path planing is the choice of flight height. Calculations of the
coverage area of a fictivte group of VHF-radars for different flight conditions of the approaching aircraft can be
compared to decide which path and which flight height to choose.

Comparing fig.,l, showing the coverage against a target flying at 60 m terrain following, to fig.11which shows the
coverage performance of the same group of VHF-radars against a target flying at 30 m above ground, indicates
that in addition to flight path A at 60 m height, at the lower flight level of 30 m, another possible path for approch
occurs at corridor B.

For the decision, which of these paths to use, the examination of a 3-D plot of the terrain can provioc the
necessary information. The 3-D-plot shown in fig. 13 has been derived from the digital terrain database, too and
can even be amended by surface structure information, like forested areas, built up areas, power lines etc. During
military exercises, these decisions aids have been successfully used for flight path selection for transport
helicopter groups performing their task.

Fig. 13: 3-D terrain plot
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Figure 11 : Flight path at 60 m (200ft)
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Conclusion

The combination of 3-dimensional terrain information with a computer supported radar coverage prediction
model which includes wave propagation phenomena, has been successfully used formission planing of low level
air operations. The threat of low frequency VHF radars can be taken into account as well as microwave sensors in
their actual position.

On the other hand, the coverage prediction model can be uses for siting optimisation of radars and choice of
preferable frequency and mode of operation. Especially for the siting of VHF/UHF radar sensors, which provide
some beyond the horizon detection capability by diffractive wave propagation, siting with respect to anomalous
propagation effects can obtain some additional low level coverage.
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DISCUSSION

B. AUDONE, IT

What is the radar accuracy and resolution in the target detection?

How is it possible to take into account possible interference effects due to
electrical/electronic equipment working in the vicinity of the radar site?

AUTHOR'S REPLY,

The angular resolution is dependent on the antenna aperture and is thusi different for
different radar requirements in terms of mobility. The accuracy of angular measurement
of target position, however, can be increased by monopulse processing. The antenna
configuration that we have chosen offers the aperture for monopulse processing.

There are two approaches to counter interferences. One is to apply null steering in
a phased array antenna, laying a null of the antenna receiving pattern in the direction
of the interference. The other possibility is to apply spectral shaping of the radar
signal, so that no radar energy is transmitted in these spectral areas, where there
are interferences. The signal is then received with a matched filter, which would be
a sort of notch filter. This processing would provide EM compatibility and could thus
enable VHF-radar operation parallel to communication services.

F. CHRISTOPHE, FR

Do the coverage simulations you presented rely on signal to clutter and noise ratio
calculations, or do you assume a perfect clutter rejection?

AUTHOR'S REPLY

We did not include clutter areas in the prediction. Our expet'ience shows that in areas
below line-of-sight there tends to be less clutter at VHF. Nevertheless, in our
experimental system LARA, MTI-processing is implemented to cope with clutter.
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The effect of oblate spheroidal drops on rain attenuation at 94 GHt:
Comparison between theory and experiment

by
W.P.M.N. Keizer

Physics and Electronics Laboratory INC
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The Netherlands

SUMMARY

Rain induced attenuations for horizontally and vertically polarized waves at 94 GHz have been measured on a
935m link and compared with theoretical predictions. During the experiment which covered a period of two
years also the raindrop size distribution along the propagation path was recorded. The theoretical
predictions were based on the actually measured raindrop size distributions and assumed both spherical and
spheroidal shapes for the raindrops. The calculations for oblate spheroidal raindrops showed that
horizontally polarized waves are more attenuated by rain than vertically polarized waves. It was also found
that the Mie scattering theory for spherical raindrops underestimates the rain attenuation for both
polarizations. The comparison of the measured rain attenuation results with the predictions confirmed
completely the outcome of the theoretical calculations. A remarkable improvement in the accuracy of rain
attenuation modelling for horizontal and vertical polarization was noted when a spheroidal drop shape was
taken into account instead of the spherical shape.

PREFACE

In an earlier paper (11 it was demonstrated that the rain attenuation at 94 CHz can fairly accurately
predicted if the dropsize distribution along the propagation path is known. The rain attenuation was
calculated under the assumption of a spherical shape for the raindrops. It turned out that for events with
low rainfall rates the measured results agreed very well with the predictions. However, for the higher
rainfall rates the comparison was less good; the measured attenuation values were on the average larger
than the predi ed ones. A possible reason for this discrepancy is that falling raindrops in particular the
larger sizes tend have an oblate spheroidal drop shape. Larger dropsizes dominate during high rainfall
rates. The effect of the distortion of the drop shape is to increase attenuation which is polarization
dependent. In the earlier paper the comparison was restricted to only vertical polarization, since no
experimental data for horizontal polarization was available that time.
This paper provides an extension of the earlier paper. The effect of oblate spheroidal shapes on the rain
attenuation for horizontal and vertical polarization at 94 Chz is investigated both experimentally and
theoretically. Experimental rain attenuation results for the two polarizations are presented and compared
with the theoretical predictions for spherical and oblate spheroidal drop shapes.

1. THEORETICAL CONSIDERATIONS

Calculation of the attenuation of electromagnetic waves caused by rain will briefly summarized. The
rain attenuation of electromagnetic waves depends on the drop size distribution. The theoretical
relationship between the specific attenuation c (dB/km) at wavelength k and the dropsize distribution is
given by

4.3433-10-
3  

N(D) QT (A.D)dD (I)

0

where QT (m2) ii the extinction cross section of a raindrop with equival nt diameter D (ma) at wavelength
k and NOW)dD (W ) the number of drops per unit volume with diameter between D and D+dD.
The rainfall rate R (mm/h) may be written in terms of the dropsize distribution as

R - 1.885.10
3 
f N(D) v(D) D' dD (2)

where v(D) (u/s) is the fall velocity of a drop with diameter D.
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One of the most commonly used dropsize distribution for calculating the rain attenuation is that
proposed by Laws-Parsons [2). Laws-Parsons derived their dropsize distribution from ground-based pellet
measurements and published their results in tabulated form.
Subsequently Marshall-Palmer [3] and later Joss et al. [4] proposed distributions of a negative exponential
type that give N(D) directly. All these distributions are identical in expression

N(D) - NO exp(-q/D) (3)

q - a R
0
.
2 1

where No and A are constants depending on the type of rain. Instead of a single dropsize distribution, as
proposed by Marshall-Palmer, Joss et al. proposed three distributions applicable to three types of rain:
drizzle, widespread and thunderstorm. The constants No and A for evaluating the Marshall-Palmer and Joss
et al. distibutions are listed in Table 1.

Table I. Constants for evaluating dropsize distributions.

Constants No
m 3 , -I m m - i

dropsize distribution m om m

Marshall-Palmer 8000 4.1
Joss et al. drizzle 30000 5.7
Joss et al. widespread 7000 4.1
Joss et al. thunderstorm 1400 3.0

A significant feature of raindrops is that, although small drops fall as spheres, larger drops falling
at their terminal velocities will suffer distortion due to air drag and may be assumed to be oblate
spheroids with near-vertical minor axis. The ratio of this minor axis a to the major axis b is linearly
related to the diameter Be of the equivolumic sphere according to

a/b - I - 0.05 B
e  (4)

where a, b and 
0
e are expressed in mm.

Using the deformed drop model given by Eqn.(4) Dissanayake [5] calculated for a number of raindrop sizes
the forward scattering complex amplitudes for horizontally and vertically polarized waves at 94 GHz with a
field point matching computer program. Table 2 lists the scattering complex amplitudes for oblate
spheroidal raindrops, as calculated by Dissanayake.

Table 2 Scattering complex amplitudes of oblate spheroidal raindrops at 94 GHz for zero canting angle.

Drop SV(0 )  SH(0 )
diameter

0*
(mm)

0.35 1.0792.10,2 4.0254-10-
2
i 1.1183.10-2 4.1036-10-

2
i

0.45 3.1578.10-2 8.8366.10-
2
i 3.3048.10-2 9.0568.10-

2
i

0.55 7.9793.10-2 1.6172.10-
2
i 8.4358.10-2 1.6656.10-i

0.65 1.7463.10-l 2.5222.10"i 1.8641.10-1 2.5999.10"Ii
0.75 3.2802.10-1 3.3457,10-

1
i 3.5268.10-1 3.4218,10-i

0.9 6.3133.1V
-

1 3.752810"ii 6.7811-10
"
- 3.6755.10-Ii

1.1 9.8899-10-1 3.0897.10-
1
i 1.0460 2.7193.10"

1
i

1.3 1.3002 3.0488
1
-Ii 1.3717 -2.5275,10Ii

1.5 1.7137 3.7518I0"i 1.8236 2.9534.10"i
1.7 2.2540 4.1046,10-

1
i 2.3989 2.7108,10-11

1.95 2.9750 3.7767.10"11 3.1377 1.6478.10"1
2.25 3.9151 4.0111,10-

1
i 4.1398 1 0211.10"i

2.55 5.0814 4.1969.10-li 5.3613 + 3.8534.10-21
2.85 6.3572 3.9398.10"

1
i 6.6897 + 2 3551.10

1
Ii

3.15 7.8129 4.1653-10-
1
i 8.2196 + 3.8938.10

1
i

3.5 9.7480 3.9121.10-
1
i 1.0203.101 + 6.7952.10-Ii

3.9 1.2258.101 3.9434,10-
1
i 1.2820.101 + 1.0615i

4.3 1.5135.101 3.677 .10-li 1.5780.101 + 1.5191i
4.75 1.8840.101 3.50 .10-li 1.9586.101 + 2.148 i
5.25 2.36 ,i0

1  
3.1 ,10-i1 2.44 .101 + 2.99

* Equivolumic drop diameter
n - 3.3598+1.92991 (complex refractive index at 94 GHm for T - 200 C)
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From the scattering amplitudes given in Tabie 2 the extinction cross-sections for oblate spheroidal drops
at 94 GHz can be calculated using the relation

2

QT - Re(S(0)) (5)

where k (m) is the wavelength and ReIS(O)) the real part of the forward scattering complex amplitude. The
resultant values are given in Table 3 together with the extinction cross-sections for spherical raindrops.

Table 3. Extinction cross-section of oblate spheroidal and spherical raindrops for vertical and horizontal
polarization at 94 GNz for zero canting angle.

Equivolumic drop Extinction cross section QT (mm
2
)

diameter De
(mm) oblate spheroidal raindrops spherical raindrops

vartic. pol. horiz. pol.

0.35 0.3496.10-1 0.3621:10-1 0.3409.101
0.45 1.022910

-
1 1.0705.10-1 0.983510

-
1

0.55 0.2585 0.2732 0.2453
0.65 0.5657 0.6038 0.5328
0.75 0.1062,101 0.1142:101 0.1002.101
0.9 0.2045-101 0.2197.101 0.1960.101

1.1 0.3203.101 0.3388.101 0.3138.101
1.3 0,4212-101 0.4443.101 0.4088.101
1.5 0.5551-101 0.5907:101 0.5239-101
1.7 0.7301.101 0.7770.101 0.6760.101
1.95 0.9636.101 1.0163.101 0.8893.101
2.25 0.1268.102 0.1341.102 0.1148:102

2.55 0.1646.102 0.1737.102 0.1448.102

2.85 0.2059.102 0.2164-102 0.1792.102

3.15 0.2531.102 0.2662:102 0.2151102

3.5 0.3158.102 0.3304.102 0.2618102

3.9 0.3971.102 0.4153:102 0.3209.102

4.3 0.4972-102 0.5111 102 0.3846 102

4.75 0.6103:102 0.6344102 0.4640:102

5.25 0.7644.102 0.7904.102 0.5594.102

n - 3.3598+1.92991 (complex refractive index at 94 GHz for T - eO C)

From this table it can be seen that for small drops the difference in extinction cross-section between
spherical and oblate spheroidal raindrops is small, but increases with increasing dropsize and becomes
substantial for the largest drops. For all dropsizes the extinction cross-section of spherical raindrops is
smaller than that of spheroidal drops for both horizontal and vertical polarization.
The results of Table 3 indicate that the distortion of the drops produces significantly different
attenuation for vertically and horizontally polarized waves.
One consequence that large drops fall as oblate spheroids is that the attenuation for horizontally
polarized waves is always greater than that for vertically polarized waves.

2. THEORETICAL CALCULATIONS

In Fig. I the calculated attenuation at 94 GHz as a function of rainfall is given for the various
theoretical dropsize distributions and spherical en spheroidal drop shapes using the extinction cross-
sections listed in Table 3. The solid-lines represent the results for spherical raindrops, the dotted and
dashed lines give the attenuation for vertically and horizontally polarized waves due to oblate spheroidal
drops. As can be seen the distortion of the drop shape increases the rain attenuation for both
polarizations. The largest increase is noted for horizontally polarized waves.
Fig. 2 depicts the differential attenuation between horizontal and vertical polarization versus rainfall
rate. The same dropsize distributions are uses as n Fig. 1. Fig. 2 reveals that the attenuation for a
horizontally polarized signal always exceeds that fo, a vertically polarize

1 
signal.

3. EXPERIMENTAL VERIFICATION

A 935 w, 94 GHz link at the Ypenburg airfield near the Haque was used to Investigate the rain
attenuation predictions made for both spherical and spheroidal drops. The propagation measurements covered
a period of two years and included horizontally and vertically polarized observations. The rainfall rate
was measured using three rapid response rain gauges Installed along the propagation path. Registration of
the dropsize distribution was done with a distrometer.
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Since a two channel receiver at 94 GHz was not available no simultaneous measurement of horizontally
and vertically polarized propagation at this frequency could be performed. During the first year of the
experiment only horizontally polarized propagation data was gathered. Vertically polarized propagation data
was collected during the second year of the experiment.

Fig. 
3
a shows the measured rain attenuations for vertical polarization indicated by the symbol (V)

against the predicted attenuations denoted by the symbol (+). The predicted attenuations were derived from
the actually measured dropsize distributions and for spherical raindrops. The solid lines in the figure
represent attenuation curves based on the various theoretical dropsize distributions. The experimental data
points are related to 539 events with almost homogeneous rainfall along the whole 935 m path. The
homogeneity of the rainshower was verified using the three rain gauges along the path.

Fig. 3b expresses in detail the difference between the measured and the calculated rain attenuation as a
function of rainfall rate for the same 539 events as in Fig 3a. The dashed line indicates the linear
regression curve for the 539 data points plotted in this figure. As can be seen the regression curve does
not coincide with the zero d3 difference attenuation line, The departure from the zero dR attenuation iine
increases with increasing rainfall rate. This regression curve indicates clearly that on the average the
measured attenuation values are larger than the predictions based on spherizal drop shapes using
simultaneously observed dropsize distributions.

The comparison between theory and experiment for horizontal polarization is given in Fig. 4 in the same
way as for vertical polarization in Fig. 3. Again the predicted attenuations are based on the actually
measured dropsize distributions assuming spherical drop shapes. The data points in Fig. 4a are related to
446 events characterized by uniform rainfall rate along the path. The difference between measured and
predicted attenuations is depicted in detail in Fig. 4b. Also for horizontal polarization the linear
regression line does not coincide with the zero dB attenuation difference line as can be seen in Fig. 4b.
The measured rain attenuation values are on the average higher than the predicted ones. Comparing the
results in Fig. 4b with those in Fig. 3b reveals that the difference in measured and predicted attenuation
based on spherical drops is larger for horizontal than for vertical polarization. This observation is in
accordance with the theoretical results presented in Fig. 1 for spherical and spheroidal drops.

The comparison between experiment and theory taken oblate spheroidal drop shapes into account is shown
in Fig. 5 for vertical polarization. This figure presents the results of the same 539 events as in Fig. 3
except that the predictions are based on spheroidal drop shapes. As can be seen in Fig. 5b the linear
regression almost coincides completely with the zero dB difference attenuation line indicating a nearly
perfect match between theory and experiment. The same perfect match between theory and experiment is found
for horizontal polarization. Fig. 6 depicts for horizontal polarization the verification between experiment
and predictions made for spheroidal drop shapes using actually measured dropsize distributions. Also here
the same 446 events as in Fig. 4 are considered. As can be seen in Fig. 6b the linear regression curve
matches nearly completely the zero dB difference attenuation line.

The observation that horizontal polarization is more attenuated by rain than vertical polarization was
definitely conformed by statistical attenuation results of a propagation experiment at 94 GHz performed
over a distance of 10 km near Lorient in France [6]. During this experiment the propagation for both
horizontal and vertical polarization was measured simultaneously over a period of three months from
November 1981 to January 1982. The simultaneous measurement for both polarizations was made with a signal
that on transmission was oblique polarized at 45 deg. On reception this signal was decomposed into a
horizontally and vertically polarized component by using an orthomode transducer in the receiving antenna
that was connected to a dual channel receiver.
The cumulative path attenuations due to rain for both polarizations observed during three month test period
are depicted in Fig. 7. These results indicate very consistently that at 94 GHz horizontal polarization is
more affected by rain than vertical polarization.

4. CONCLUSIONS

It has been demonstrated both theoretically and experimentally that a not insignificant difference in
rain attenuation exists at 94 0Hz for horizontal and vertical polarization. The observations and
predictions have revealed that horizontally polarized waves are always more affected by rain than
vertically I arized waves due to the distorted spherical shape of the raindrops. It was also found that
Mie scattet theory for spherical drops underestimates the rain attenuation for both polarizations. The
comparison etween measured rain attenuation and predictions based on the actually measured dropsize
distributions provided a very good agreement for oblate spheroidal drops.
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Rain attenuation statistics at 94 GHz for horizontal and
vertical polarization along a 10 km link
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DISCUSSION

D. H6HN, GE

What mathematical methods and/or approximations were applied to calculate non-spherical
rain droplet MIE extinction coefficients?

AUTHOR'S REPLY

The numerical values for the extinction cross-sections of oblate spheroidal raindrops
were supplied by A. W. Wissanyake of Bradford University. He used a field point
matching computer program for the computations.

T. FITZSIMONS, UK

For heavy rainfall rates, say above 40 am/hour, the rain-cell size becomes important
and may be smaller even than the 935 m link you used. Could the spread of difference
between calculated and measured values at high rainfall rates be due to the rainfall
rate not being constant along the path?

AUTHOR'S REPLY

All experimental attenuation values in the comparison deen theory and experiment
are related to events with uniform rainfall along the whole path. Differences in the
predicted and measured attenuations are probably caused by errors in the measurement
of the dropsize distributions.

However, heavy rainfall rates were never measured because of the large integration time
(83 sec) used for the measurement of the rainfall rates and dropsize distribution.
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LITIGATING DOPPLER SHIT EFFECT IN HF MULTITONE DATA MODEM

Yagar SONLU
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Digital communications over High Frequency radio channels are getting important in
recent years. Current HF requirements are for data transmission at rates 2.4 kbps or
more to accomodate computer data links and digital secure voice. HF modems which have
been produced to meet these speeds are two types; serial modems and parallel modems.

On the other hand, the HF sky-wave communication medium, the ionosphere, has some
propagation problems such as multipath and Doppler shift. In this paper, the effect of
Doppler shift in a parallel modem which employs Differential Quadrature Phase Shift Key-
ing (DQPSK) modulation is considered and a correction method to mitigate the Doppler
Shift effect is introduced.

1. INTRODUCTION

Once the limitations, capabilities, and cost of satellites became clearer, mainly
in the 1970s, greater attention was again focused on HF radio as a classical communica-
tions medium for long-distance transmission links [1]. Especially, in the military com-
munications field, the growing recognition of vulnerability of satellite links to inter-
ception and even destruction has helped stimulate the development of HF radios [2]. HF
radio uses frequencies in the range from 2 to 30 megahertz. At these frequencies, commu-
nications beyond line-of-sight is due to refractive bending of the radio wave in the
ionosphere from ionized layers at different elevations L3]. This refraction phenomena in
the ionosphere results in the reflection of the radio waves from the ionosphere. Thus,
very long range communications can be achieved by using low-power and low-cost radio
equipment.

Most current combat radios still operate as analog systems. This makes then liable
to intercept, regardless whether the message has been disguised, scrambled or inverted.
Certain regularities in the transmission pattern are bound to occur and this facilita-
tes an intercept. There is no other solution than to digitize all signals and use app-
ropriate processing, not only for greater security but also because digitizing offers
considerable advantages over current analog signal formats. One advantage is that par-
tially received signals can be reconstructed. Above all, digitized signals lend them-
selves readily and without exception to all types of transmission, which certainly can-
not be claimed for analog systems (4].

The need to transmit data over HF radio long distance communication links has grown
from low speed low quality links to a requirement for both high integrity and high speed
data transmission 15J .

In the past forty years, there has been an uninterrupted trend toward the digitiza-
tion of communications, with far reaching consequences in terms of improved reliability,
increased operational speed, reduced equipment size, freedom from calibration problems,
improved ability to mechanize complicated signal processing algorithms, etc (6J.

Until comparatively recently, securing speech was carried out by analogue techniqu-
es which ensured effective scrambling of the voice signals whether in time or frequency
or both. Inevitably a greater degree of security is inherent in new techniques and now
digital systems have evolved (7]. In digital systems, speech is converted to digital
signal and then encrypted and finally transmitted over a Hi radio link by a suitable
modem. Because the HF channel bandwidth is only about 3 kEHz, this limits the modem's
data rate to 2.4 kbps for most practical purposes (8]. One of the possible technique
to encode speech at bit rates of 2.4 kbps and lower is the Linear Predictive Coding
(LPC) technique [9].

HY modems for high speed data such as.2.4 kbps digitized voice have evolved toward
multiple-tone signaling carrying differential phase shift keyir.g. Serial data modems
provide economical service over wirelines; but HF radio networks, multipath delay usu-
ally causes intersymbol interference. Consequently, parallel tones having durations much
longer than the expected multipath delays are favored, even though parallel channels
have been an expensive implementations. Digital data processin6 now minimizes the paral-
lel channel cost penalty; however, the linearity requirements on RF power amplifiers,
combined with the high peak-to-average power ratio of parallel tones, degrate system
performance compared to that with constant envelope modulation modems. New exploratory
serial modem developments may provide performance improvements over the parallel modem

The parallel tone modems divide the data into low rate parallel sub-channels so
that nonadaptive techniques can be used and intersymbol interference can be avoided.
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The serial tone approaches use PSK transmissions and some form of decision feedback
equalization in an adaptive receiver structure (13J. In serial tone modems, channel es-
timation method can also be used instead of decision feedback equalization method (12].

Ionospheric HF channels are fading channels as a result of dispersive phenomena
that take place in both the time and frequency domains. Frequency dispersion is caused
by Doppler phenomena, whereas, in most cases, time dispersion is caused by multipath
propagation (13). The range of values for time dispersion are about between 0.5 ms and
5 ma [14)* On the other hand, the values of frequency dispersion is generally under 4 Hz
(;2 Hz) and with stroi* interference, such as magnetic storm, the values up to 12 Hz
have been observed (15]. Also, at high latitudes, abnormal Doppler shifts can be obser-
ved due to the variable nature of the high-latitude ionosphere [16J. Physical effects
that could cause the Doppler shift include vertical motion of the propagation path asso-
ciated with gravity waves or other large plasma irregularities moving laterally through
the ionospheric midpath region at the height of reflection [17].

The following sections of the paper investigates the effect of Doppler shift in a
typical High Speed (2.4 kbps) parallel modem which employs Differential Quadrature Phase
Shift Keying modulation, and to mitigate the Doppler shift effect in these modems, a
correction method is introduced.

2. HF PARALLEL MODEMS

One of the high speed parallel modem which employs DQPSK modulation is defined in
the Lill-STD 188C. Its basic concept is to make the baud interval longer than the maximum
multipath distortion (about 8 ms). Indeed, the parallel tone modem has become an estab-
lished way of lessening the effect of Intersymbol interference caused by multipath for
high data rates. In operation, the transmitted data is split into 16 Differentially
Phase Shift Keyed tones and one additional pilot tone for frequency offset correction
due to radio mistuning or Doppler shift. By changing the phase angle of each tone sim-
ultaneously at a rate of 75 times a second, a data throughput of 2.4 kbps can be reached
while keeping a rate of only 75 baud 183. The message signal contains tones which each
carry 2 bits of data. At every frame boundary, the tone phases are shifted by a multiple
of 90 degrees with respect to the previous frame to represent the data. Sometimes, this
kind of modulation is called as "Time Differential Quadrature Phase Shift Keying" [19).

Let us consider and examine that kind of modem. The 17 tones are spaced equally in
a 3 kHz hP Single Side Band (SSB) channel, and the pilot tone which is used for frequen-
cy offset correction is normally at the middle of the channel as shown in Figure 1. In

I~~~~~~ pf III a.I

Figure 1. Arrangement of the tones in a 3 kHz HF/SSB channel.

modulation process, the serial bit sequence is taken 32 bits at a time and transmitted
in pairs (2 bits) with each tone, so that with a frame rate of 75 baud, 2.4 kbps speed
is accomplished. In sky-wave communication, the 1/SSB signal radiated from a transmit-
ter travels upwards from the Earth's surface, and reflected by the ionosphere, and then
arrives at the receiver antenna. Depending upon the distance between the transmitter and
the receiver, arrival of the HF/SSB signal takes a certain time. This time delay creates
phase errors in the received signal. 'e can assume that time delays for all tones in the
same frame are equal to one another. However, the same amount of time delay makes diffe-
rent phase error for each tone in the same frame because each tone has a different fre-
quency. To explain this point more clearly, let us give an example. Suppose the frequen-
cy of the first tone is 5,000,000 Hz, end that of the second tone is 5,000,155 Hz, and
the time delay is 4 me. The phase errors created by the 4 ma time delay are

Phase error in the first tone & Cl-e 2 F f, dt - 2 A fj t

= 2;T(5,000,000) 0.04
- 2W 200,000

. 0 red
S0.
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Phase error in the second tone t C2 - 2?rfldt - 21f 10

- 21(5,000,155) 0.04
- 2ff 200,006.2

a 2 1(200,006 + 0.2)

0

- 21 0.2

Z 1.2566 red

1 72'

As shown above, the phase errors due to the time delay are different from each other. If
we consider two successive frames radiated from the transmitter, we can represent the
phases for each tone as follows:

First Frame (transmitted at tI ) Second Frame (tx.at t2 tl+13 ma)

ist tone -- L l(tl ) 1 st tone - ) ,l(t2)

2nd tone ---* 
1

2(tl ) 2nd tone -) 2(t2 )

15 th tone L 1l(t) 15 th tone ) 115(t 2 )

16 th tone - § ,16(t 1 ) 16 th tone --- 3 1,l6(t2)

After a certain time delay, td, when these two frames arrive at the receiver, we can

represent the tone phases of the received signal in a similar way as followst

First Frame (received at tl+td) Second Frame (received at t2+td)

1st tone - al(tl+td) 1st tone )- §Rl(t2+td)

2nd tone :0 t,2(tl+td) 2nd tone --* a2(t2+td)

1 ;th tone i,-l5(tl+td) 1 ;th tone 1 L15(t 2 +td)

16
th 

tone - §16( tl+t d )  16
th 

tone --- 16(t2+td )

or, written as

First Frame (received at tl+td) Second Frame (received at t2+td)

§,l(tl +td) - §t(tl) + 01 §l(t2+td) - l(t2) + 01

§,2(tl+td) t 1 2(tI) + 02 §A2(t2+td) - ,2(t2) + 02

i.5 t +t d) 0,5 tI) 5it5 2+ 5 t +C1

0,16(t1+td)- ',16(t1 )+ C16 '16(t2+td) 1,16(t2 )+ a16

To obtain the information bits from the received signal, the phase value of each tone in
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the first frame is subtracted from the phase value of each respective tone in the second
frame so that we have

§l(t2 +t d )  - kl(t +t d )  
- §l(t 2 )  + C 1 - §,l(t I )  - CI  .& 1 (t 2 tl )

2 bit data

02(t2+td) - 2(t 1+td) . §,22(t 2 ) + 02 - ,2(t 1 ) - 02 .A4 2(t 2, t1 )

2 bit data

5(t2 +t d)- bS(t1 +t d)- 1,15(t2 )+ C15- ,5(tl)- '15- &1 15(t2 ta1

2 bit data

Jal6(t 2+ td )- 116(tl+t d)= 016( t2)+ C16- 1,16(tl)- C16 ' 41 16( t2,t 1I

2 bit data

Total information obtained from the arrival of each frame is 32 bits.

Here we shold state that the modulation process in the transmitter and the demodu-
lation process in the receiver are actually applied to the baseband signals, not to the
,L2 signals. In the transmitter, modulated baseband signal is up converted to the 12 chan-
nel frequency, and in the receiver the demodulation process takes place after down con-
vertiag the received RF signal to a baseband signal. In the foregoing analysis about the
hase errors created by time delays and how to get the information bits from the received

!V2 signal vies referred to the RF signals instead of referring to baseband signals. How-
ever, it can be easily justified that the phase relations anong the tones of a HF/SiB
signal and that of the respective baseband signal are similar, so that oe can either re-
fer to iU2 signals or respective baseband signals when making explanation about the sub-
ject. Another point that should be stated here is tuat the prosagation time delay for
the second frame has been taken as equal to that for the first frame. 2his is a reason-
able assumption because for the same channel frequency and for a short duration, the
propagation path leangth is almost unchanged.

-.ow let us return to our analysis again. 2he pilot tone does not contain any infor-
mation; it is an unmodulated tone. In the receiver, the frequency of the received pilot
tone is measured, and if a deflection from the nominal value is detected then the re-
quired correction is made. in the foregoing analysis we assumed that there was no fre-
quency deflection in the received signal. However, in reality, the frequency deflection
coming either from Doppler shift phenomenon in the ionosphere or from the radio equi.,ient
themselves ma not be perfectly corrected due ia several reasons. These are

a) Frequency deflection correction is made in certain steps. Firstly, the frequency
of the pilot tone is measured; secondly, the measured value is compared with the nominal
value and if a deflection is detected, then the oscillator frequency in the receiver is
changed accordingly. Each step stated here takes some definite time, so that in the case
of rapid Doppler shift variations in the ionosphere, the receiver may not keep up with
the frequency fluctuations.

b) In any physical system, there are always limitations in accuracy and resolution.
These limitations in receivers create frequency error.

c) Fading caused by time and/or frequency dispersion may effect the pilot tone so
that the frequency correction can not be made correctly for the duration of fading.

Hence, in the receiver a frequency deflection may exist. Freuency deflection creates
additional phase errors in the received signal. These phase errors can be calculated
from the formula

Phase error due to frequency deflection 0 K - 27f(t)dt
4'
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where tI . starting time of the message

t = the time at wnich the phase error is calculatedn

Af(t)- frequency deflection

Examination of the formula reveals that the amount of phase error is depend on both the
elapsed time from the beginning" of the message, and the frequency deflection. The fre-
quency deflections for all tones in tae same frame can be ta1:en as equal to one another,
so that the created phase errors for all tones in that particular frame will be equal to
one another. .len calculating thIe nhape error for each frame of the received message, if
we tabe the beginning time of each frame as time tn, then we have

Phase error for the first frame A 1 = 2Af(t)dt = 0

Phase error for the second frame
- 
K2 = J 2KgAf(t)dt = J 2 Of(t)dt

tj 0

+ 3 -m

Phase error for the third frame 
- 

K3 = 2nAf(t)dt = J'2 Af(t)dt

For example, if wie assume a fixed frequency deflection of 2 HIz, the phase errors for the
second and third frame will be

1 3ms 1 3ms
X 2 =J 2712dt 4At0 = 49(0.013) . 0.163 red = 9.36'

,26ss 26ms
K3 =fO 2t2dt = 4 10 = 41(0.026) - 0.326 red = 18.72'

As shown above, the phase errors due to the frequency deflection for different frames
are not the same.

Taking into account both types of phase errors due to propagation time delay and
frequency deflection, the phases of the first three frames of the received signal can be
given

First Frame Second Frame Third Frame

1l,(tI) + C1 1,l(t2) + 01 + K2  1,l(t 3 ) + Cl + X 3

,2(tl) + C2  J,2(t 2) + 02 + K2  1,2(t3) + 02 + 3

Jl5(tl)+ el5 §,15(t 2 )+ 015+ K2  1,15(t 3 )+ Cl5+ K3

§,16(t1 )+ 016 §,16(t2 )+ 016+ K2  iJl6(t 3 )+ 016+ K 3

One can see that, after applying the DQPSK demodulation process to the received signal,
the demodulated signal includes phase errors due to frequency deflection. Therefore,
DQPSK technique is incapable of eliminating the phase errors due to frequency deflection
in the receiver. In the next section of the paper, a correction method to mitigate the
frequency deflection effect will be introduced.

3. CORRECTION METHOD

As explained in the previous section, DQPSK technique can not eliminate the phase
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errors due to frequency deflection in the receiver. These phase errors can only be elim-
inated with e vertical subtraction between adjacent tones of the same frame. In the
transmitter, if the information is coded both in the phase difference between two adja-
cent tones of the same frame and in the phase difference between the same tones of two
successive frames, then both types of phase errors in the received signal can be elim-
inatod by inverse decoding process. This is the basis of the correction method. To ex-
plain the correction method more clearly, let us consider the first and second frame of
the transmitted message. We define "Si" as the phase difference betwen any two adjacent
tones.

First F ame of Tx, Signal Second Frame of Tr. Signsl

3 , l ( t 1 J t1) L t 2 ) .> 1 ( t 2

f 7 16(tt)

J,3(t 1
)  1,3(t 2) /

JT15(t I ) > 6T5( ,15(t 2).' >6T1
JT6t1)>ST16(tl)  1,6 t2) ,.16(t 2 )

1 1?(t l ) t7(t2 ) >

where & 1 n(t) - n+l(t) - IJn(t)

Ivn(t) is the phase of the ath tone transmitted at time t

In the correction method, the information is coded in the phase difference between &4,s

instead of 1vs as in DIQSK technique. To be able to send 32 bits of information per

frame, it is necessary to use 27 tones as shown above. When these two transmitted frames
are received with two types of phase errors by the receivers the first step to Get the
information bits from the received signal is to do vertical subtraction, that is, to
take the phase difference between adjacent tones in the same frame as follows:

Vertical Subtraction for the First Frame

J,,2( t +td)-§,l(tl+td)=-J,2(tlI+C27-Il(tl)-l-4ll(t l)+C2-CI 160 &1(tl+t d )

13(tl+t d)-12(tl+td)=§3(t )+C3712( tl)-2 ' Q 2( tl)+C3-C2 I& 6L (tl+t d )

§,16(tl1+t d)-§,t15(tl1+td ).1,16(tlI)+*O16- Irl5(t 1)-C l5-&§1 15(ti )+Cl 1-0C15 z s.1,15(tl +t d )

IVl7(tl+td)-§l6(tl+t d)=17(tl)+ClT-- 1l6t l6 (t1 )+C17-C16 t4,16(tl+td )

Vertical Subtraction for the Second Frame
§,( t2+td)-ifl( t2+td).f 2( t )+OC+K2-ITI(2 t -l-ZS l( t2)+C2-C1  S lstl(2 tt d)

13( t 2+td)-Ip2(t2+td)-3(t2 )++K2- 2(t) 2 K2- t2(t2)+-C 2 t12( 2 d
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116( t 2+t d)-4,5(t 2+t d) .116( t2)+Cl6*K2-41 5( t2 )- 1-K 2-S1,5 (t2)+Cl6-Cl5 4 6 a15(t2+td)

.17(t 2+td)- ,16(t 2+td)'Ifl7(t 2)+ol7K 2-Tl6(t 2 )-Ol6-K2 tl16( t2)+Cl-Cl6 t 6
4916(t2+td)

The next step of the demodulation process is to subtract the results of the vertical
subtraction for the first frame from that for the second frame as follows:

Sftl( t 2 +td)hIgl( tl+td)-Al( t 2 )+O 2 -Cl-Sl( t1 )-C 2 +C1 - A& l( t 2, t l )

,Q,2(t2 +td)-6§62(tl+td) 4,2( t 2 )+0 3 -0 2 -442(t 1 )0 3 +C 2 -A6§,2(t 2 9 t 1 )

°§RlS(t 2+td)-St!tl5(tl~tdJ;=1lS5t2 )+C1-C 15- S4,15¢tl1)-G 16*C15
= 
A115(t2, t 1

1I6( t2+td)-ii16(tl+td)-SIl6( t 2 )+C 17-C 156-l16( tI)1 7+C1 6- AS.,16(t 2 t t1)

Each AS4, term represents 2 bits of information, so that totally, 32 bits of information

is obtained per frame.

4. CONCLUSION

M' modems which have been produced to meet 2.4 kbps or more to accomodate data links
and digital secure voice are two types; serial modems and parallel modems. Serial modems
use single tone and some type of equalising technique, whereas parallel modems uses
multitones. In this paper, the effect of Doppler shift in a typical high speed parallel
modem which employs DQFSK technique has been investigated. It has been shown that D'Q2SK
technique can eliminate the phase errors due to propagation time delay, but it is inca-
pable of eliminating the phase errors due to Doppler shift or frequency offset in some
cases. To overcome this problem, a correction method has been introduced. In this method,
the information is coded both in the phase difference between two adjacent tones in the
same frame and in the phase difference between two succesive frames. In the receiver, de-
modulation takes place in two steps. First step is to take the phase difference between
adjacent tones in the same frame; and second step is to take the phase difference between
the results of the first step for toio adjacent frames. .ith this method, both types of
phase errors can be eliminated. Since serial aodems use single tone, the correction
method is not applicable to them.
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A One-Dimensional Shipboard Model for Forecasting Refractive
Effects in the Planetary Boundary Layer

Paul M. Tag
Software Coordinator, TESS Project
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Monterey, CA 93943-5006
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SUMMARY

In order to forecast the refractivity structure in the atmosphere, the accompanying
temperature and moisture structures must be forecast. As a means of providing shipboard-
generated forecasts of low-level temperature and moisture structures in the planetary
boundary layer, the Navy has converted a sophisticated, turbulence model to a micro-
computer. This model, called the Navy Over-Water Local Atmospheric Prediction System
(NOWLAPS), is part of the Tactical Environmenta. Support System (TESS), a shipboard,
automated, environmental diagnosis/prediction system. NOWLAPS is a one-dimensional,
second order closure model that can provide forecasts over water for temperature,
moisture, and winds up to heights of 2 km., and out to 24 hrs. From these temperature
and moisture distributions, the refractivity profile can be generated.

I. Introduction

A knowledge of the current refractivity structure in the lower atmosphere is of
obvious tactical and strategic importance. Even better is a forecast of that refrac-
tivity structure. To determine that refractivity structure, either a measured or a
predicted "sounding" of temperature and moisture is necessary. Measurements are usually
obtained by means of a radiosonde, a weather balloon that radios back measurements to the
user as it ascends through the atmosphere. Such a sounding is valid only for the column
of air through which the balloon travels; however, over the ocean, away from land
influences, horizontal homogeneity is not always a bad assumption. On the other hand,
since most naval operations are conducted in the vicinity of a coastline, new efforts
in determining wave propagation characteristics are focusing on the more complicated
situation involving horizontal variations in temperature and moisture structure.

In contrast to a diagnosis of the current atmospheric temperature and moisture
structure conditions, the forecast of those same conditions requires a fundamental
understanding of the physics that controls the atmosphere and, in the case of low-level
refractivity, the planetary boundary layer (PBL). The model that we chose for conversion
for shipboard use was one that had initially been developed at the Naval Environmental
Prediction Research Facility (NEPRF) as a research tool for the study of the PBL. This
model is a one-dimensional (I-D), second-moment closure turbulence model, in which the
closure consists of parametrizing the third moment terms and solving prognostic equations
for the second moment terms (see Burl, 1977, 1980). This type of model has, in recentyears, received considerable attention and application to the simulation of the PBL. For
purposes of PBL simulation, our model includes moisture, as well as parametrizations for
both long and shortwave radiation.

The means by which NOWLAPS could be run onboard ship, and the stimulation behind
this project, was the Tactical Environmental Support System (TESS). TESS was conceived
in 1982 as a minicomputer-based environmental diagnosis/forecast system for shipboard
use. The term "environmental" means that TESS is more encompassing than the limited
area of atmospheric diagnosis/prediction. Ocean prediction, remote sensing, and ship
response, among others, are relevant to the environmental applications of TESS.

Most forecast models require huge mainframe computers to run, mostly because they
are three-dimensional--covering the entire globe, or more limited areas in high resolu-
tion. In addition to these computer requirements, such models require sophisticated
schemes to ingest the large amounts of data required for initialization. One such
forecast model whose requirements could be met by the anticipated computer power and
data availability in TESS is the l-D, PBL model addressed above.

A logical question stemming from the above is the followings why should we be
concerned with placing any numerical forecast capability on ship when central-site
computers could handle more sophisticated and accurate models, and produce the results
more quickly. The numerical results could then be transmitted by radio or satellite to
the ship. There are two main reasons. First, a product generated with locally available
data could be processed locally without using communication channels going to and from
the central site. And second, more importantly, a locally-generated product would be
available even during a communications outage, as could happen during wartime.



46-2

2. NOWLAPS Development

In adapting the 1-D NEPRF PBL model for shipboard use, we patterned its development
after a central-site version that had been considered for operational use. This version,
the Navy Operational Local Atmospheric Prediction System (NOLAPS), is run on a central-
site computer at the Fleet Numerical Oceanography Center (FNOC), the Navy's forecast
center. (See Burk and Thompson, 1982 for a detailed description of NOLAPS.) NOLAPS can
produce a 24 hr. forecast for any oceanic location on the earth, both in the northern and
Southern Hemisphere.

The primary developmental work that went into NOLAPS centered on the inherent
limitation of a 1-D model--the fact that one-dimensionality implies horizontal
homogeneity. In order for NOLAPS to be a successful forecast tool, a method of
accounting for horizontal advection had to be devised. That method is based on using
the local time rates of change as defined by the Navy Operational Global Atmospheric
Prediction System (NOGAPS), the Navy's global forecast system run at FNOC;

! = * (t+it) -W(t

dt t

In this expression, j is a NOGAPS-predicted variable (such as temperature and moisture)
at on of the global grid points. That change over a twelve-hour period (based on an
initial analysis and a twelve-hour forecast) is interpreted to be the synoptic, large-
scale, advective change that is then added to the appropriate NOLAPS model equation:

C~- -w'y') + ~(-
at az dt

whr 2 z>z 850
where =2

(-z850)  0< z<z850

The factor is a weighting function that diminishes the computed synoptic tendency at
heights above 850 mb. This reduction is necessary to eliminate redundant computations
in the PBL, where the NOGAPS PBL parameterization, although much less sophisticated than
that in NOLAPS, is nonetheless operative.

3. Adaptation to a Desktop Computer

The adaptation of the NOLAPS model to a desktop computer environment (and thus
becoming NOWLAPS) has gone through several iterations, starting in 1984. At that time,
the Navy's standard computer used in the ship's meteorological spaces was the Hewlett-
Packard (HP) 9845. Our benchmark goal for running NOWLAPS on this machine was 1 hour for
a 24 hour forecast; that goal was achieved. Starting in 1986 with the implementation of
TESS 1.0, a more powerful machine, the HP 9020, became available. The running time for
that 24 hour forecast was reduced to several minutes, a more realistic time frame for
operational shipboard use.

Aside from the mechanics of converting a mainframe-running NOLAPS into a desktop
computer-running NOWLAPS, a method for determining the large-scale tendency terms was a
primary concern. The initial version of TESS to be installed onboard ship would not have
the large-scale fields from which the tendencies could be automatically computed, as can
be done in NOLAPS at FNOC. Instead, a manual method was substituted; this method use
values interpolated, by hand, from the temperature, moisture, and wind hardcopy, NOGAPS
analyses and forecast charts.

4. Forecast Accuracy

In an attempt to simulate the use of NOWLAPS on an aircraft carrier in the open
ocean, weather station ship Charlie, located at latitude 52.7N, longitude 35.5W in the
north Atlantic, was used to provide the test case data. NOWLAPS, using the manual
tendency method, was compared to forecasts from both NOLAPS and persistence. Persistence
is a forecast that the current conditions will continue into the future. For many atmos-
pheric forecasts, beating persistence is not a trivial accomplishment and is indicative
of some skill.

We chose RMS errors, based upon the verifying ship soundings, as the basis for
comparing the three forecasts. The 1-D model simulations were run to a height of 2250 m,
with the NOWLAPS model having 25 grid points within that domain. Although wind speed and
direction were also evaluated in the study, only the results for temperature and specific
humidity are of concern here for refractivity. Root mean square (5MS) errors, based upon
the verifying soundings, were computed for the entire 2250 m domain for each of the 27
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cases. Overall, both NOWLAPS and NOLAPS produced mean RMS errors that are lower for
temperature and moisture (2.3 C, 0.8 G/KG--NOLAPS; 3.0 C, 1.0 G/KG--NOWLAPS) than for
persistence (3.3 C, 1.2 G/KG). Also, in the mean, NOLAPS Is clearly superior to NOWLAPS.
Because the models are ostensibly the same, the differences must lie primarily in the
errors from the manual interpretation of the tendency terms.

An analysis of the RMS errors by themselves do not reveal the total picture,
however. For NOWLAPS and persistence, Figures 1 and 2 show the number of cases that have
RMS errors within incremental groupings. Note that, for both temperature and moisture,
the standard deviation for persistence is much larger than for NOWLAPS. This result
shows that the NOWLAPS results are more tightly grouped at the lower end of the RNS
scale, and thus more reliable than the RMS errors by themselves would suggest.

RMS ERRORS FOR POTENTIAL TEMPERATURE

2 OHULAPS
11.45 . 2.97 .
5T5V * 1.73

NO. 9.5 1.5 2.5 3.5 4.5 . 5 6,5 ?.3 0.3 9.5 10.5OF
CASES

t 2- PERSISTENCE

I~T.E 2.52

0.5 1.3 2.5 3.5 4.5 5.5 6.3 7.5 0.5 9.5 1@.$
RpS ERROR (C)

Figure 1. Number of cases versus RMS error for NOWLAPS and

persistence, for potential temperature (see text).

RMS ERRORS FOR SPECIFIC HUMIDITY

NOMLAPS *ER. . . /

NO.1 1
OF .25 .75 1.25 1.75 2.25 2.75 3.25 3.7S 4.25

CASES
PERSISTENCE

aTOCY * 1.61 G/KG

.25 .75 1.25 1.?3 2.25 2.75 3.25 3.72 4.25

RMS ERROR (G/KG)

Figure 2. As in Figure 1, except for specific humidity.

5. Future Plans

The above results show that there is clear room for improvement. While beating
persistence is a noteworthy accomplishment, more useful results are still to be obtained.
For these reasons, we are currently developing the second generation of this model,
NOWLAPS 2.0.

The current method for determining the tendency terms suffers from two weaknesses.
First, as the above testing revealed, a manual substitution for the automated method
produces less accurate results (not to mention the time-intensive nature of this substi-
tution). Second, there is a fundamental flaw in our use of the time rates of change
from the global model. Those time rates of change do include turbulence processes and
radiation effects, albeit less sophisticated than in NOWLAPS, from the global model
physics. There is an attempt to remove the boundary layer effects (see Section 2 above),
but the method is ad hoc and unsatisfactory.

Two approaches are being investigated to eliminate the above difficulty. In the
first, NOWLAPS would be run in a trajectory, rather than eulerian, mode. In other words,
the model would be initialized upstream with a sounding representing the air that will
eventually arrive at the forecast site. One advantage of this approach is that the
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variable sea surface temperature along the trajectory path could be used as the lower
boundary condition. Although conceptually simple, this lagrangian approach has consider-
able additional complexity involved in determining that upwind location. A second,
perhaps more manageable solution to an improved NOWLAPS rests with a revised tendency
term extracted from NOGAPS--a tendency term that includes, specifically, only the
horizontal advection.

Both of the above alternatives have been tested in a revised version of NOLAPS.
Initial testing shows that the results from the two methods are comparable, and superior
to results from the original NOLAPS. The second method has obvious implementation
advantages over the Lagrangian technique.

Earlier reference was made to the first version of TESS that is now operative in the
fleet. What makes either of the above two NOWLAPS updates possible is the implementation
of the third phase, TESS (3) (the first two phases are both based upon the HP9020).
TESS(3) will be a major upgrade of the system and will include not only a new, more
powerful computer, but also the transmission of central site, 3-D, environmental fields
into the shipboard computing system, thus creating a complete environmental data base for
the battlegroup. These, among other additional features, will permit NOWLAPS 2.0 to be a
significant upgrade to the current shipboard version.
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DISCUSSION

J. GOODMAN, US

You mention that the degree of complexity is substantial when proceeding from the
Eulerian to the Langrangian approach. Can this be avoided by exploiting actual radio
data to "update" the local M profiles to the remote region for which a forecast is
required?

AUTHOR'S REPLY

Jay Rosenthal at the Pacific Missile Test Center (PMTC) has conducted research relating
satellite imagery to refractivity and duct heights. NOWLAPS is a meteorological model
that must be initialized with meteorological data; the refractivity profile in NOWLAPS
is diagnosed from that data. In addition, you would not know the location of the radio
data that you would need until you had completed the upwind trajectory computations.
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SUMMARY
and Exploiting electromagnetic proparation in the Navy's marine environment requires an ability to assess
n predict atmospheric refractive structure over the ocean. Efforts have been underway to develop such
capabilities by correlating duct existence, height and intensity to synoptic and mesoscale weather
features. In addition to the latter conventional parameters, meteorological satellite data, through
pattern recognition has been valuable in inferring important aspects of ducting conditions.

More recently a techni que was developed to derive duct height information directly from computer-
processed fnfrared (IR) satellite data over ocean regions capped by stratified low clouds. This
approach, still in development, also provides a means of measuring the horizontal variability of duct
height which is crucial to determining the appropriateness and useability of various propega on models
for predicting systems performance.

Inferring the impact of horizontal variability over the ocean has been facilitated by use of range-
dependent raytrace techniques which allow inputs from such diverse sources as local radiosonde
observations; predicted marine layer depth (from a mixed-layer mesoscale model); and duct heights derived
from the satellite-IR duct technique.

1. ASSESSMENT AND PREDICTION

Exploiting electromagnetic ropagation effects on Naval systems requires the ability to assess, as
well as predict significant features of the tropospheric refractive environment over the sea for regions
of operational Interest. In either case, once the valid present or future conditions are defined a
vertical profile of refractivity and specific evaporation duct parameters can be input to IREPS [11,
along with specific system parameters to compute such products as coverage displays, path-loss diagrams,
propagation summaries, and airborne electronic warfare stationing aids.

For evaporation duct calculations, measurements of ship-board temperaturef humidity, wind speed and
corresponding sea water temperature are needed as prescribed by Paulus [23. To determine the vertical
profile of refractivity required in assessing the effects of elevated ducts, and surface ducts caused by
elevated (or near surface) layers, mea, rements based on radiosonde, air-borne refractometer or
dropsondes are customarily made. Of these, radiosondes launched by balloon from aboard ship, or nearby
coastal/island stations, provide the bulk of the data available.

The principal assumptions involved in predicting significant refractive structure lie in the basic
relationships between refractivity and atmospheric moisture, temperature and pressure. Since weather
prediction models typically make forecasts for the latter three atmos heric parameters out to 3 to 4
days, it is assumed that refractivity itself should also be predictable.

The horizontal continuity of atmospheric layers and their relation to air masses is the logical basis
of the assumption that refractive structure can be forecast. Indeed Bean [3] was able a quarter of a
century ago to map out various refractive parameters as a function of air mass conditions. By
forecasting the positions of highs and lows depicted on routine weather maps it follows that forecasts
of derived fields, like refractivity, should be feasible. And it is, -- up to a point. We find
however, that in reality, the occurrence, height and intensity of ducts may at times significantiy differ
from forecasts made by the best forecasters.

What makes successful predictions of refractivity still so elusive are the following: (1) We are
trying to forecast vertically small features by inferring, rather than measuring their existence from
observation of large (synoptic) scale atmospheric conditions; (2) the occurrence, height and intensity of
ducts are influenced not only by synoptic features but also by terrain-induced mesoscale features,
gravit waves and other perturbations; (3) the critical data (radiosondes, etc.) that are used to measure
and validate the refractive conditions as well as provide data for initialization of numerical
prediction models are subject to some aegree of uncertainty and require careful plication; and (4) the
prediction models used to forecast the future state of the atmosphere are themselv~es imperfect, as are

One could of course, as a first guess, simply rely on climatological expectations of ductfng
conditions. Extensive efforts have been conducted by Ortenburger [41 to develop world-wide data bases
which are included as library call-up options in IRE PS for planning operations well in advance. But for
tactical applications, actual forecasts remain a high-value item.

At the request of the Commander Third Fleet and In response to Pacific Missile Test Center (PI4TC)
concerns over the effects of refraction on mtsstre test operations, an initial effort to develop a
synoptic-refractive relationship for operational forecasting use was attempted by Rosenthal (S
resulting In the development of the Refractive Effects Guidebook (REG). The REG employed simple
prucedures for estimating present or future refractive conditions (and hence ystms coveragel from

nfomation sup p led by synoptic charts transmitted Route Weather Forecast ( AXI messages, or direct
measurements. Relationships between refractivity profiles and surface weather patterns were deduced by a
combination of subjective and objective techniques using a 1974 data bart of radiosonde measurements and
synoptic charts for mid-season months. Although the technique was found to be procedurally feasible and

tractive by Fleet Units, objective evaluations of REG performance by Glevy and Logue 6T indicated
significant discrepancies in verification, particularly for surface-based ducts.

Subsequent efforts by P14TC to develop acceptable operational guidance have concentrated on
determining statistical relationships btween synoptic weather variables and both duct occurrence and
height. First, Rosenthal and Helvey 73 performed a comprehensive review of the literature to establish

• (Now with Texas A& University)
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the conceptual basis of synoptic-refractive relationships and then developed statistical results using
data from subtropical/temperate latitude radiosonde stations in the Pacific (Ship NAN and Midway Illlnd)
and in the Atlantic (Terc ira Ship H, and Bemuda). Additional studies were conducted by Helve, 8
and Helvey and Rosenthal [9] to examine frequencies of duct occurrences up to 10,000 feet for surface
weather parameters using an expanded data base including the addition of Wake Island and over 3,000
soundings. These efforts Included some case studies showing duct occurrence and height variations with
synoptic weather conditions.

2. LIMITATIONS

Despite significant correlations found in these relationships in a general sense, an inherent
remaining difficulty in these efforts is the necessity of inferring relatively small mesoscale phenomena
such as refractive layers several hundred feet thick, from analyses of large scale air mass properties
covering hundreds of miles defined by surface pressure patterns and analyzed air mass boundaries.

This task Is made considerably more difficult by certain deficiencies in the available data base. In
attempting to relate weather patterns to refractive structure over the ocean one must use radiosonde
data obtained from island and coastal locations. These locations are subject to localized wind,
temperature and moisture variations induced by terrain which can add additional complicating structure.
At the same time the radiosonde measurements themselves are vulnerable to instrumental and procedural
errors which indicate that much of the evidence for oceanic surface-based ducts (non-evaorative ducts)
is erroneous as described by Helvey [10]. This discovery resulted from the observation that there
were substantially more frequent occurrences of surface-based super-refractive and ducting layers noted
in daytime than in night-time refractive climatological data derived from standard United States
radiosondes, as shown in figure (1).

WEST LONGITUDE EAST LONGITUDE
, ,i I ,gig, igi i gi , | ,, | , • 1 • 1 -

a a,

0x C1i 0" ~o aoI

EQUATORLu
0X

. 10% -20%

SYMBOLS ARE CENTERED ON RADIOSONDE SITES AND SIZES ARE PROPORTIONAL TO
PERCENTAGE DIFFERENCE IN LAYER OCCURRENCE (SEE INSET)
1] MORE OCCURRENCES AT 0000 GMT x MORE OCCURRENCES AT 1200 GMT
DATA SOURCE IS COASTAL' STATIONS FROM 1972 GTE SYLVANIA REPORT.
MAY 1966-APRIL 1969

FIGURE 1. Global distributlon In relative frequency of occurrence of surface-based
super-refractive layers. (from reference 10)

inaccuracies in radiosonde data arise from many factors, including sensor characteristics, sonde
design and materials, handling prior to release, and reduction procedures. Pressure, temperature and
humidity from the sonde are required for computation of microwave refractive Index, with humidity
generally the most critical parameter. Humidities were found to be too dry in daytime, in U.S.
radiosonde data, as a result of solar-radiation effects on the humidity sensor(hygristor), even after the
introduction of improved sondes. The error arises because the heated hygristor warms and thereby
depresses the relative humidity of the air being measured. For measurements within the first few hundred
feet of ascent, procedures emloyed during pre-release preparation 0, the sondes can contribute to this
dry biaS. Even when reasonable care is exercised to avoid prolonged exposure to direct sunlight,appreciable warming of the instrument case and hygristor is probable, because of poor ventilation while
th e sonde is held stationary during the period Just prior to release. Because of hygristor thermal leg,
the effects of any Initial temperature excess wl persist for some distance above the surface,
prolonging and increasing the magnitude of the refractive deficit aloft generated by ascent through the
daytime surface super-adiabatic layer.

It is important to recognize and compensate for these effects if possible (as sugested by Helvey
[10] [11 to avoid conceal ng or distorting the desired refractive observatsonal predct elve
relationships. Of course, other types of radiosondes will not behave in an identical manner, but
depending on sensor nd date sampling characteristics, may likewise impress their "personalities" on the
derived refractive data. Radiosonde measurements are, nevertheless, the best and only source of dataavailable to establish refractive climetologies and weather relationships on a world-wide bass.
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FIGURE 2. Schematic view of typical inversion conditions over subtropical oceans. (from refeence 12)
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3. REFRACTIVE INFERENCES FROM SATELLITE CLOUD APPEARANCE

Meteorological satellite data can provide another essential input to the refractive assessment and
forecast process, by virtue of its ability to simultaneously and repetitively observe conditions over
vast regions of the open sea where surface observations andradiosonde data are largely nonexistent.

A satellite inference approach using cloud-pattern recognition was outlined by Rosenthal and Helvey
12] in a summary of observed synoptic-satellite-refractive relationships. Cloud types are known to be

associated with various weather and stability conditions. For example over the eastern portions of the
sub-tropical Pacific and Atlantic Oceans and some areas of the Indian bcean/Arabian Sea, extensive low
stratus and stratocumulus clouds prevail in regions dominated by subsidence and resulting temperature
inversions. Where waters are coolest (from wind-induced upwelling) and subsidence strongest, the clouds
are lowest and more stratiform and the subsidence inversions and corresponding refractive layers are
also lowest and strongest. ihere the waters are warmer, mixing increases the height and decreases the
intensity of the inversion, and low clouds become deeper, higher, and more convective in a manner shown
schematically in figure 2. The relationship between the sea/surface temperature and the Optimum Coupling
Height (OCH). -- where ducting is most effective (near the inversion base and cloud-top), is also shown
statistically in figure 3. Satellite data verifies these statistical relationships by continuously
revealing low clouds that become progressively more lumpy, with cell size increasing as the water gets
warmer, or as the atmosphere becomes more unstable (figure 4).

101F" - - -
2145 154n':i-, '75,H-- C-2.4 1615" IE:2

d- DUCTSBAEDUT
CLOSED CELLS,

FiuRE4 GOES maery for 2145 GMT, 15 Nov. 1980, shovlng typical winterlime synoptc
leatiures over Nouth Pacific supedioed by Indcabons of probable

retractive strure. (trom reter nce 12)

At higher latitudes or when cooler air masses invade these sub-tropical waters, frontal bands
characterized by precipitation and strong winds are revealed on satellite imagery by long bands of thick
layered and convective clouds. Within these regions, mixing is strong ducting s absent and refractive
conditions are near-standard. Behind these fronts, continued Instability and standard propagation
conditions are reflected in open-celled convective clouds. As stability returns, these calls
become closed and once again signal the occurrence of super-refractive or ducting conditions. By
recognizing the changes in appearance of satellite imagery cloud patterns, important information on duct
occurrence and intensity can be inferred.

Even though gualitative analysis of satellite imagery cannot be expected to provide a precise fix on
the altitude of ducts, it does have the potential for indicating duct occurrence, probable height
categories, and trends of duct strength.

In an attempt to a tify and verify these observed relationships a stu was made by Rosenthal,
Westerman and Hielvey 13] of' satellite-observed cloud appearance in te viCnlty of San Nicolas
Island (SRI) a Navyowned isnd approximately 60 naut cal miles off the Southern California coast at
33degL 5mn A 1159 28min Wa nd is the focal point for Navy missile testing at sea. The island is a
regular site ;or raw nsonde measurements, and is therefore an excellent source of ground-truth for
deermining refractivity conditions. It is typically immersed in the northwesterly flow characteristic
of this p art of the Eastern North Pacific Ocean, making it relativell remote from major mainland
modification of the marine layer except during periods of offshore flow. Some modification of marine air
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flow conditions also occurs due to orographic influence by the island itself which has a maximim
elevation of 907 feet. Nevertheless, since the elimination of Ocean Station Vessels NAN and PAPA, except
for Hawaii, SNI is the most oceanward permanent site available off the West Coast from which adequate
ground truth data are available.

Variations in stratus appearance were studied for cases of shallow, moderate, and deep marine layer
conditions. From this camp the observation that very smooth, structureless stratus (or clear areas
adjacent to smooth stratus) were associated with very shallow marine layers and low, strong inversions;
granular-looking stratus was associated with shallow to moderate marine layer depths and moderat to
strong Inversions; while progressively larger closed-cell stratus or stratocumulus was associated with
deeper and deeper marine layers and higher and weaker inversions.

Saellite imagery used in this study consisted of GOES-West visual (0.55-0.75um) and infrared (10.5-
12.5um) data received at up to 30-minute intervals at Point Mugu via a GOES-tap phone line hookup to the
National Environmental Satellite Data Information Service (NESOIS) Satellite Service Field Station at
Redwood City, California. While the satellite was positioned about 22 000 miles (36 000 kin) above the
equator at 13SW longitude for the period of record, the sectorizing of he full-disc Image allowed
resolution of up to 0.5 mile at the image center for visual data and 5 miles for the infrared.

Satellite imagery was selected generally with respect to its proximity to the time of the closest
sounding, however, when such imagery lacked the required resolution (such as large scale SB or UC
infrared images) the nearest visual SA1 was usually selected. For the 1981 period of record, of the 326
images and sounding "pairs" used 322 or 99% were within 2 hours of each other, with several within 2
minutes. On a few days, available Imagery was either absent or inadequate to determine low cloud
conditions and no correction was attempted. In general, only visual imagery provided the necessary
resolution when using imagery received via GOES-tap phone hookup.

The appearance of cloud conditions close to SNI was observed for each image and the occurrence of
stratus or stratocumulus, cell type and size (in tenths of a degree of latitude), proximity to fronts and
other factors were tabulated. Actual duct occurrence, height, and intensity were independently
determined from the rawinsonde nearest in time, and compared with the satellite cloud features.

Relationships between the (non-evaporation) duct height determined from the radiosonde data and cloud
appearance were then formulated. General trends, consistent with prior expectations were observed with
however, a significant amount of scatter garticularly for the higher ducts. Figure S shows typical
examples of satellite cloud features, ana the corresponding SNI sounding derived duct heights and
intensity for the categories, "clear near smooth stratus, "granular stratus," 'small closed cells or
dense stratus," "moderate closed cells or dense stratus," 'large closed cells, stratocumulus,. and 'open
cells convective clouds.' On each satellite image the location of SNI is indicated by a small circle.
Superimposed on each satellite image according to the scale displayed to the left of the figure, is an
indication of the mean and mean absolute deviations of duct base height for each of the major
classification categories of cloud appearance.

1715 10JL2 2015 24JL82 1915 24AU83 1915o1JL 2315o2JNsa 2315 12AP83
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CLEAR, NEAR GRANULAR SMALL CLOSED MODERATE LARGE CLOSED OPEN CELLS
SMOOTH STRATUS CELLS OR CLOSED CELLS OR CELLS, CONVECTIVE
STRATUS DENSE STRATUS DENSE STRATIUS STRAO CUMULUS CLOUDS

FIGURE S. Saa1te Imagery patterns aaaodaled wth refradive stnrcture arSan Nicolas Islat (SN). SNI
Is located by drcle. Duct baae height-dedved hrm dsc study Is shown for each cloud category by

damorn, sho.w(tng mean mid asolute devstiaon for height cae daplayed on left

As the appearance of stratus progresses from smooth, to granular, to larger and larger closed
cellular (stratocumulus) clouds, the mean duct height (and its scatter) increases until ducts finally
disappear with open convective cells.

In an attempt to evaluate the potential predictive value of using the results, various statistical
verification scores were applied to validate the satellite-refractive relationshirD when used to
'predict" duct occurrence. These included percent correct of YES-NO forecasts (8.4%), power of
detection (.94) and threat scores (.82).

Duct Intensity was also a factor in the statistical findings. When ducts were forecast and did
occur, intensities were fairly strong with about 41.21 of ducts being 30 or more M units in strength and
77.21 of ducts being 10 N units or more in strength. on the other hand, when ducts were forecast not tooccur but nevertheless appeared on SN! ravinsondes, most of these were observed to be very weak and
otera.tionally insignificant. Only about one third were stronger than 10 Mb1Units, and only 51 were
stronger than 30 R units.
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This combined subjective/objective technique offers promise as a simple operational technique that
Navy shipboard personnel can emoloy using passively received satellite imagery and a relatively minimal
amount of training. While the t nique is presently limited to mid-latitude or sub-tropical ocean
areas, and precise duct heights cannot be determined, the technique can be useful in forecasting trends
in duct height as the ship's course is compared with prevailing satellite imagery patterns. Moreover,
the appearance of smooth grainy or small-celled stratus can be used as a clue that low strong ducts are
likely and that radiosonae measurements are needed for input into IREPS to more precisely locate duct
altitudes and anticipated effects.

The information and thum-rules derived from this study are being presently incorporated into an
expert system so that the inherent information can be use interactively in a more objective and
automated manner.

4. SATELLITE-DERIVED AUTO4ATED DUCT HEIGHT ESTIMATES

A much more objective and quantitative approach to duct height assessment has been developed at PMTC
b Lyons [14], which has great potential for application over open ocean areas, where radiosonde or other
direct measurements aloft are lacking. As shown in figure 2, the tops of marine atmospheric boundary
layer clouds which are present over much of the earth s ocean surface (such as the subtropical Northeast
Pacific) are generally coincident with the base of a widespread subsidence inversion, and also the
Optimum Coupling Height (OCH) of an associated elevated duct. Due to turbulent mixing, temperatures
within and at the top of t is layer are strongly related to temperature of, and altitude above the
underlying sea surface, particularly in the presence of marine stratus/stratocumulus clouds. If sea
surface temperature and cloud top temperature are known at some location, teen cloud top/OCH altitude
can be determined if the appropriate temperature-altitude relationship is also known.

The PMTC technique obtains cloud-top temperatures from infrared (1O.Su-12.5u) geostationary satellite
data, using an image dis lay and processing system SPADS) originally developed by Nagle, and described by
Schram et al [15], at Nhe Naval Environmental Prediction Research Facility, (WEPRF). Conversion from
temperature to altitude (OCH) is accomplished through seasonal relationships established from statistical
analysis of radiosonde profiles at San Nicolas Island, 60 miles offshore from Point Mugu, and adjusted
according to the seasonal sea surface temperature difference between the point of interest (offshore
Southern California) and San Nicolas Island. Because of meteorological/physical contraints, duct base,
OCH and top are necessarily closely linked with relatively small variations in vertical separation
compared to the vertical domain of interest. Thus a constant (average) displacement can be used to
determine approximate altitudes for duct base and top, based on the current OCH.

Data for Point 'u and Barking Sands (Kauai Hawaii) have also been explored to establish seasonal
temperature/height re attonships. The former was found to behave similarly to San Nicolas Island but
with an offset comparable to differences in sea surface temperature between the two locations. Aarking
Sands is representative of the mid-Pacific region, and additional data from other sites and oceans is
being analyzed to permit a generalization of the technique to any region of interest, where appropriate.

The accuracy of this technique depends on validity of the several relationships presumed or
determined as outlined above. At present, cloud top temperature is the only measured as opposed to
statistically established parameter. Upper level moisture can be expected to cause coid biases (clouds
appear too high) when present In sufficient amount, but attempts to correct for this effect by comparing
satellite-observed sea surface temperatures against values derived from ground truth data have so far
been unsatisfactory, due to occurrences of over-correction and problems in determining suitable reference
locations. In areas with partial cloud coverage warm biases (clouds appear too low) will occur because
the field of view for a given pixel may be contaminated by radiation from the sea surface; a correction
procedure is being developed based on concurrent data at visual wavelengths, along the lines describedbChou et al [161.

Figure 6 shows the final product when displayed on the SPADS system. At each cloud-top point defined
through use of the cursor cloud-top temperature is displayed on the right and a set of three heights (in
tens of feet) is displayed on the left: duct top, OCH, and duct base. The computed heights can be
stored as an overlay and displayed atop either the source (IR) image or a near concurrent visual (0.55-
O.75um) image.

5. VALIDATION AND MODIFICATION OF THE SATELLITE-IR DUCT TECHNIQUE

Since duct height estimates using this method would obviously be expected to be best closest to the
Point Mugu/SNI locations, where data consistency was greatest validation of the algorithm have so far
been based principally on SNI sounding data. Initial evaluatlons of the technique for this area have
been very promising. Whe comparing rawinsonde-derived OCHs with those generated by the Satellite-IR
duct technique, Lyons [179 found correlation coefficients to be greater than .85 with about 801 of data
points agreeing wrthin 400 feet.

More recent evaluations by Szymer and Fox [18] have attemp-d to examine duct height consistency
from the standpoint of reproducibility as well as operator-to-operator differences. To address the
former triplets of nearby points (30-6O rai maximum separation) were selected and compared to provide an
indication of local variations due to meteorological differences between cloud elements, and noise
inherent in the analog GOES-tap telephone signal input. Duct height estimates based on averages of
closely spaced points has proven useful in reducing non-representative variability due to these small-
scale factors."

To address the problem of operator differences, Szywmer and Fox each independently derived OCH values
from the same data set. Figures 7 shows a histogram of the distribution of RAOB-SPADS OCH height
differences for one of these analysts. It should be noted that very high correlations (r-.947? occur
when special care is exercised to select closely-spaced point sets for averaging, and avoiding points
contaminated by sea surface or upper moisture effects.

In developing the technique a sea surface temperature array (1-degree latitude-longitude spacing)
covering the eastern and central Pacific was used to translate the seasonal profiles from Sil or Hawali
to regions remote from these locations. This SST array was inserted for the month of August, and while
month to month variations is SST were expected and observed, it was assumed that consistency in the SST
gradients would allow the August array to be satisfactorily used throughout the year. However, this was
not validated initially.
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In a recent effort, Szymber and Fox [191 examined the actual OCH height differences and sensitivities
that would be observed by using the Satellite-IR duct technique with the August SST array for images
obtained during other seasons. In a worst-case situation, satellite imagery from the month of February
was used to highlight the different OCH values computed using a February SST array (inserted into the
system) versus the original August array. Figure 8 shows this 13 February 198 image with two sets of
OCH values displayed for each point selected on the image.

Z (AUG SST)+
Z (FEB SST) + PXL TEMP

FIGURE 8. GOES IR Image at 1831 GMT 13 February 1989 showing impact on OCH
calculation using August (top) vs February (bottom) sea surface temperature

array for each point selected. Number to right of each point is cloud-top
temperature In degrees celsius.

Over the region between 40 to SON and about 155W, OCH differences were as much as 3 000 feet. How-ever, duct occurrence is climatologically very low in this region where the Influence of mid-latitude
systems is routinely felt. Over much of the east and east central Pacific south of 40 N
agreements were quite good with differences generally in the hundreds of feet. This indicates that for
the sub-tropical regions where duct occurrence is high, and for which this technique is primarily
intended, the impact of using an SST array for a month different from that of the satellite image is not
too great. Nevertheless, the technique has been modified to use one of four seasonal SST arrays instead
of the initial one.

To further check the sensitivity of computed OCHs to the use of an SST array for the same season but
one month removed such intraseasonal OCH errors were examined. Figure 9 shows an analysis of this error
field for the Pacific region of interest for July OCHs computed using Augst vs July SSTs. The field isvery flat with only a few spots where the error exceeds 500 feet. One of these is in the same temperate
area north of 40 N as before where duct occurrence is minimal anyway.

Other validation efforts are planned as the technique is further refined for eventual inclusion In
the Tactical Environmental Support System (TESS).

6. MEASURING AND ASSESSING HORIZONTAL INHOMOGENEITIES IN REFRACTIVE CONDITIONS

It is generally assumed that major refractive layers responsible for ducting conditions arehorizontally strati fied over the ranges within which naval shipboard and airborne radars typically
oprate. Previous NOSC studies by Gossard [20] and Glevy [21] provided evidence based on measurements
tat support this contention. At the same time, it is evident that In coastal regions, horizontal
inhomogeneities in the atmosphere do exist. How large, frequent and significant these variations are,
and to what extent, they exist over the open sea has become an issue of concern within the Navy's
environmental community. Furthermore even if substantial horizontal Inhomogenettes are found to occur
more frequently than previously thought, the question remains whether such atmospheric variations are
significant to radar propagation itself. All this has a bearing on when, where and what propagation
models need to be used for making EM propagation assessments.

Because of these unanswered questions, under the Battlegroup Environmental Enhancement project
managed by nOSC an effort is underway to address this issue. One problme that Imediately surfaces is
the very imited amount of conventional data available with which to document horizontal variations in
the atmosphere at low levels over the sea. Because the satellite-IR duct technique permits duct heightto be easily and quickly determined over large, Battlegroup-size regions of ocean covered by stratified
low clouds, this technique is ideally suited to provide insights and data relevant to this question.
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FIGURE 9. Intra-seasonal summertime enom In OC Calculation over Pacific Ocean resultng trm'
appolying the mean August SST iteld in July. July OCH error in leet.
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FIGURE 10. Range-dependent raytraces for range invaiant conition (left) vs range vaciant condion (right) using duct values deived

from satellte fR duct technaie. Layer (level or sloping) is atmospheric Irapping layer.Envelope of trapped rays also shown.

f Figure 6 showed several duct heights determined from the satellite-I.R technique along, a line runningfrom northwest to southeast across the Nortneast Pacific Ocean. The estimated duct base height along

this path varies from about 3300 feet to near 500 feet. If date were only available at one of those
locations (e.g. point A) based on available radiosonde, drpsonde or climatological data, one would
necessarily make the standard assumption that duct height was the same in all directions. However, the
satellite tecnique permits the determination of additional duct heights in all dilrections from the
chosen point as long as the requisite meteorological conditions (stratified low cloud field capped by
subsidence inversion) and with accoempanying elevated duct are met. In this way, any variability in duct
height can be detected.

In order to qjualitatively suggest how the satellite-determined variability in duct height in this
example might affect Ei! propsgati on, a range-dependent raytrace developed by Helvey (223 for the iP-9O20
desktop computer is used in figure 10 to show ray paths using the different satelltse-detemined duct
heights as input.

If only the most southeastern set of data is used and no other information is available, horizontaluniformity is assumed and the ray trace in the left part of figure 10 indicates lownear-su.ce based

ducting would prevail with increasing range (to the northwest). But if all three data sets derived from
the satellite technique are used, then the upward slope in duct height from about 32W 119W to 37N 130W
and the corresponding raytrace is shown in the riht part of figure 10. Even though raytracing
tecnilques o not provide quantitative masures of prp~agation conditions,, it is evi dent, that inferre~d.
radar detection or coumjnications conditions are significantly different when the atmospheric variability
derived from the satellite IR-duct technique is included.

.By repeatdly postioning the cursor on the satelli~te data proceasing system over a region of low
cloudacover, approximate duct heights can be determined over a wide area. By analyzing the resulting
field of date points (manually at present, but planned for automation later), the horizon tal variabili ty
of the atimosp-'sre and duct topogrphty can be mapped and examined statisticallv for geoglraphicaL and other
relationships which can then be used for real time planning or the devemopmnt of spec iali zed
c1imatologies.

For purposes of predicting refractive conditions over the sea, the same analyses of duct height can
also be related to conventional synoptic weather ma p features through cqmputer access to surface and
upper ai~r analyses from the Navy's Fleat Numerical Oceanography Center IFNl0C) in Monterey, Califoria.
By overl aying the conventional weather fields directly on the satellite imagery (figlures 1.a/b), the
variabilityv in duct height can be relatd to prximity to high and lowe pressure systems, wind directions,
temperatures aloft, fronts and other airmss propertie. Since these fields (e.g. surface and 500 do
conditions) are standard products in numrical weather predictions out to B4 to 't6 hours, documented
relationships between satellte derived duct heights and synoptic features can be used to convert
synoptic forecasts to predictions of duct hei ght, Even for short term forecasting,* ships in transit can
potentially use either currently analyzed duct height conditions (now-casts) or 1 2to 24-hour synoptic
forecasts to infer duct heights at locations and times of subsequent arrivsl
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FIGURE 11A. FIGURE 11B.

FIGURE 11. Array of OCH values displayed on GOES images. Superimposed are1200 GMT surface
weather map patterns and manual analyses of ducl height at intervals of 500 feet.

a. GOES visible image at 1545 GMT on 4 Sep 87
b. GOES IR image at 1315 GMT 18 Jul87

Both show duct height increasing to southwest.
In Figures Ila and 1ib, the duct topography was also hand-analyzed for two different summaertime

synoptic situations, the season of greatest duct occurrence in the Northeast Pacific. In Figure 1Ia,
strong surface high pressure prevails off the U.S. West Coast with high pressure also extending in to the
U.S. Pacific Northwest area. Along the coast from Northern California south to the desert regions
surrounding the Sea of Cortez (Gulf of California). a thermally-induced trough of low pressure exists.
These are typical summertime features in which subsidence and resulting low, strong inversions dominate
the West Coast. Analyzed satellite-derived duct heights for this region show bases less than 1,000
feet over the entire coastal strip but rising steadily to the west and southwest where duct bases near
35N 138W are at approximately 6,506 feet.

Figure llb shows an example of a cool, unstable situation in which the thermal trough is absent and
quite low pressure (< 1007 mb) covers the Pacific Northwest and western mountain states. These
conditions resulted from a cold trough of low pressure at 500 mb with much deeper mixing increased
instability and reduced subsidence. Accordinit, the analyst of satellite-derived duct heights along the
central and southern California coast reveale eights of around 3,500 feet, increasing west and
southwestward to over 8,000 feet near 32N 129V.

It is interesting to note that while the synoptic situations were very different and the duct
heights correspondingly hipher in the unstable situation, the total amount of NE to §W change in duct
height was very similar. even in other seasons, while marked changes in duct height distributions occur
with varying synoptic regimes, the basic upward trend in duct height seaward from the coastline towards
the west and southwest stands out as a prominent statistical feature. This persistent feature over the
Eastern North Pacific agrees with measurements and analyses of the height of the sub-tropical inversion
made by Neiburger [23] and Edinger [24]. It also follows the previously-noted trend for cloud cells tobecome bigger and higher in conjunction with an increase in sea surface temperature as exhibited in
Figure 3. It seems evident thatsea surface temperature, with warmer waters causing deeper mixing, and
higher and weaker ducts in both stable and unstable atmospheric conditions, is a major forcing function
affecting the distribution of duct heights over the ocean. This observation should be useful for
forecasting duct conditions because of the relative persistence of sea surface temperature conditions
over the open sea.

It is also important to point out that some of the observed increase in duct height over the Eastern
Pacific occurs in narrow zones, with significant implications for radio propagation conditions. The
satellite IR-duct technique can be very useful for pointing out where these front-like features occur.

However, most of the observed increase in duct height over the Eastern and East-Central Pacific Ocean
occurs more gradually, with height changes of only a few hundred feet per 100 miles. With such slow
changes in duct height, it appears that the assumption of horizontal homogeneity over the open sea for
typical radar ranges may be a good one.

Approximately 55 individual cases with satellite-derived duct analyses and overlayed synoptic fields
have been compiled. These are being used to develop characteristic cloud/duct height patterns for
various synoptic events, and will be converted into statistical sumnaries for use in expert predictive
systems.

It is clear that the satellite-IR duct technique is a promising tool for diagnosing and predicting
duct height and its horizontal variability. However, the significance and implications of such
variability to actual EM system performance is being addressed quantitatively by Hitney at Naval Ocean
Systems Center. It may well be that over the open sea, atmospheric variations are not strong enough to
warrant discarding the assumption of horizontal homogeneity.
7. MODEL ASSESSMENTS OF MARINE LAYER DEPTH

Another approach by Eddin ton [25] being used at PMTC to measure atmospheric variability Involves
the use of a mixed-layer model, implemented on a Hewlett-Packard HP-9020 desktop computer to show the
response of marine layer winds anld thickness to coastal terrain. The model is a one-layer, two-
dimensional, grid-point model. It assumes that potential temperature and wind are constant with height
in the layer and that the layer 's capped by an inversion. Effects of diabatic heating water vapor,
entrainment, and spatial variations of potential temperature are neglected in order to focus on
topographic effects. Assuming an inversion-dominated regime typical of the Eastern North Pacific
Ocean/U.S. West Coast region terrain features are allowed to alter an otherwise horizontally uniform
wind field. The model provies results showing variations in marine layer topography, wind direction and
speed typical of features observed in sub-tropical coastal environments.
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FIGURE 12. 3-D perspective display of marine layer height (meters) using
mixed-layer model (reference 25).
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FIGURE 13. Range-dependen raytraos for rainge Invariant condition (top),
southeast racial (middle) and northwest racial (bottom) using data

derived from mixed layer model solution.

Figure 12 shows a sample of a three-dimensional perspective diagram of marine layer height generated
by the model and geographic terrain from an initially flat, (horizontally homogeneous) layer. Ysing
typical wind directions and speed observed in the Southern California offshore area the moel predicts
height anomalies and differences of up to 2,300 feet between low points and high points. The derived
structure seems realistic when compared to previous studies (e.g. Edinger [24] and recent day to day
analyses. As was described for the satellite IR-duct technique, the model can also be useful in
suggesting how EN propagation conditions may differ along various azimuths and ranges from some point
source. Figure 13 shows range-dependent raytraces for 3 situations: the top one assuming horizontally
uniform conditions; the middle one showing how duct height (and suggested ray paths) change along the
southeast radial; and the bottom showing changes along the northwest radial. While the quantitative
impact on systems perfomance is not addressed the model approach can be a valuable supplementary tool

to the sae lite-R duct technique in diagnosing propagation conditions over marine environments.
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8. FUTURE THRUSTS AND ONGOING WORK

In addition to the planned continued development, testing and refinement of the techniques described
in this paper, several new areas are also being explored.

First of all, in order for the satellite-IR duct technique to be incorporated into TESS and be useful
in the widest possible sense operationally, it must be usable in other ocean areas where similar
conditions of inversion-capped stratus and stratocumulus occur. This includes regions off the west coast
of South America some areas of the editerranean and portions of the Atlantic off the coast of Africa,
and the region o# the Northern Arabian Sea just southeast of the Arabian Peninsula. Efforts are planned
to use available radiosonde data to develop algorithms applicable to these regions.

Similarly, the mixed, layer model has been used so far only for the terrain and geography of the
region off Southern Caliorn, a. An attempt will be made to apply and test the model for other areas
where the meteorological conditions are similar.

Since range-dependent raetraces are a convenient way to surmise some imortant effects on EM
propagation from a horizontal-varying atmosphere as determined by either satellite or model output.
several improvements are underway. These include incorporation in the raytrace of terrain profiles for
specified azimuths from the source. For examination of raytrdce sensitivity to various factors, the
thickness strength, altitude, and wave length phase and amplitude of the idealized inversion or
trapping layer topography can be specified as In Figures 14a/b/c/d. Thus, features Implied by the model,
but especially, those determined from inspection and measurement of cloud cell size and orientation
determined from satellite imagery can be incorporated to make the raytroce displays more realistic.
These in turn should improve the representativeness of any inferences made on how atmospheric variability
can impact EM propagation.

Another improvement underway is the development of an interactive technique whereby horizontal
variations in the mixed layer height along specific azimuths determined from model displays are used to
construct raytraces along these same paths.
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The satellite IR-duct technique as indicated before, requires existence of low inversion-capped
clouds for a duct height determination. There are, of course, many instances where strong subsidence
intensifies and lowers ducts but also dissipates the stratus cloud layer. Some consideration has been
given to the posstbility of using water vapor imagery in the 6.7um band (Figure 15) to infer information
about ducting conditions in such cloud-free areas.

A great deal of information can be surmised about atmospheric structure relevant to refractive
conditions from the water vapor imagery (Rosenthal, et al [26)). When clear zones or holes on visual or
standard IR imagery are present at the specific locations of interest, some of the early semi-empirical
techniques based on inference of air mass regime from cloud patterns can be employed. Work is underway
to convert these concepts and thumbrules into an expert system that can be used by personnel with minimal
meteorological training. Such expert systems, in the form of operational decision aids, are also planned
for implementation in TESS.

i.1

FIGURE 15. GOES waer vapor image 2316 GMT 12 Jan 89. Dak regkons are dry aloft and may infer
regons of smng aubaidence and ducIng.
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To address the needs of electro-optical and infrared systems, a low cloud/fog delineation technique
also implemented on satellite data processing systms at P hTC will e tee gy mighlightar abo d o
cloud conditions at various altitudes that have a bearing on where energy mght oe totlly absored by
fog or haze partici s. As fn the case of the satellite-IR duct technique, the low cloud delineation
algorithm described by Fox [27) also rely on extraction of information from cloud top temperatures. An
example is shown in Figure 16.

FIGURE 1. Low cloud delnealo (reference 27) showing cloud ope cladved fom saelfte image below
2000 feet, from 200 lo 4400 feel. and between 4400 and 7000 feet.

Finally, work is continuing on the evaluation of radiosonde measurements since this data not only
remains as the conventional source of Information on refractive structure, but is also crucial to the
evaluation of the other satellite and model techniques over the ocean. An "up-down" technique has been
developed at PMTC, whereby soundings in both directions can be obtained from a single balloon
launch to test the repeatability and spatial/temporal change of atmospheric structure. This technique
has been successfully employed at several locations, including the Greenland/Barents Sea area in support
of CEAREX-89. We plan to develop It as another viable tool to measure refractive structure and Its
variability, and validate inferences made from the satellite and model techniques.
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INTRODUCTION

In this paper we present the capabilities of a PC-based decision aid for digital
troposcatter link engineering. The program includes propagation effects such as
multipath and spatial diversity, as well as adaptive modem performance, transmitter
emission control filtering, etc. The model uses the existing NBS method for predic-
ting long term effects and for short-term effect below 1 GHz. Above 1 GHz it uses a
turbulent volume scattering model. It uses numerical integration whenever possible to
avoid coarse analytical approximations. A key function is its ability to evaluate
advanced diversity receiver and modem techniques. A predecessor of this program has
been used by the USAF to evaluate and engineer current and planned digital troposcat-
ter links.

OBJECTIVE

The objective of this software program is to provide a tool for troposcatter
link design, diversity design, and for analysis of existing links. The program is
intended to be as precise as possible in the link and modem characterization as well
as in the numerical algorithms used. It is felt that this will reduce a significant
part of the uncertainty in link prediction. There is some evidence that the model
provides reliable predictions with less margin for prediction errors. This margin is
usually determined by the service probability, as defined in NRS Tech. Note 101.

Figure I shows a block diagram of a troposcatter communications system and also
the functions modeled in the program.

BACKGROUND

TROPO/PC" has grown out of the need for improvement over older models in several
areas: better predictions than offered by NBS, incorporation of multipath effects and
use of the turbulent volume scattering mode which has been the accepted theory for
decades but was not used in the NBS method. That method depended on empirical mea-
surements mostly below 1 GHz and did not separate different propoaqation modes
(diffraction, random layer reflection, volume scatter). In a program for the US Army,
SIGNATRON, Inc. developed a first such model [Monsen and Parl, 19801. In a later
effort for the Defense Communications Agency, the model was revised and expanded to
include diffraction, long term effects, and modem prediction for the MD918/GRC and
AN/TRC-170 modems (SIGNATRON, 1983). This model has been widely distributed by the
Defense Communications Engineering Center (DCEC) to the DoD community and it is
currently being used by several US agencies. It is referred to as TROPO v.1.0.
Another, even more precise model, was developed for RADC in 1984 [Parl and Malaga,
19841. This model, however, only predicted short term effects and was intended only
as a tool for theoretical evaluations to be used on a mainframe computer.

Over the years, several problems have been found with special uses of the TROPO
v.1.0 model. It was also cumbersome to use since both link and modem prediction were
integrated and a mainframe computer was required. It was decided to develop a new
program that was more modular and avoided the numerical problems sometimes encountered
in version 1.0. TROPO/PC' is the result of that effort. It consists of the propaga-
tion program TPROP and the modem program TROMOD. While the tropscatter pathloss
prediction is almost the same as in the previous model, the modem performance is
implemented by a new program. It is capable of evaluating any Decision Feedback
Equalizer Diversity (DFED) modem, including those currently available.

PROPAGATION MODEL

The propagation model consists of three key parts: short term effects (Rayleigh
Fading), long-term effect (log-normal average received power), and the prediction
uncertainty, a confidence level, measured by the service protability defined in NBS-
TN-101. We first address the short term effects.

A large number of theories have been advanced to explain the observed behavior
of microwave signals received far beyond the horizon. Both theory and practice
started developing around 1950 when Booker and Gordon 11950) explained the signals by
scattering from turbulence. A number of different turbulence theories were proposed
[Megaw, 1950; Villars and Welsskopf, 19541. The theory that has received the widest
acceptance today is the turbulence theory of Obukhov [1941 and Kolmoqorov 11943),
based on research first repog5 id in 1941. This theory predicts that the path loss
depends on a wavelength as -I (isotropic antennas) and on the scattering angle as
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0-1
1
/3 (pencil beam antennas). The theory is based on single scattering from locally

isotropic turbulence and has been validated experimentally.

based on this theory, the received power is modelled byz
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where

V is the scattering volume defined by the horizon and the
antenna patterns.

G twPT are the received and transmitter power levels.GtGr are the transmitter and receiver antenna gains.

gT g R  are the normalized antenna patterns relative to boresiqht of
the transmitter ane receiver antennas in the direction of the
point r of scattering volume.

RTR R  are the distances from the point r to the transmitter and
receiver antennas.

k = 2v/X - 2sf/c is the wavenumber.
a is the scattering angle, i.e., the angle between the lines

from the transmitter and receiver terminals to the point r.

#n(k) is the wavenumber spectrum of the turbulence, or the three
dimensional Fourier transform of the spatial correlation

function of the refractive index fluctuations. It is assumed
to be isotroqic and only dependent on the maqnitude,
. 0.033 C Ikl . m-11/3 for turbulent scatter and m=5 for

2 the empir cal NS model used below 1 GHz.C is the structure constant of the refractive index. TheN following model is used as default

2 8.14 l0- 3(m+l)/(m-3)/32 • h- 1/e
- h / 3 2 0 0

Ci

and h is the height above ground in meters. This formula
makes it possible to transition between the NRS model (m-5)
and turbulent scatter (m-l/

3
).

Figure 2 shows the geometry of a tropo link, indicating some of the key para-
meters needed as input. The integration over the common volume is done so that the
dependence of power vs. delay is determined. The result is the Power Impulse Response
(PIR) function, Q(T), which is key to evaluating the performance of a digital modem.
The integration can also he used to predict the delay spread. Based on Taylor's
frozen turbulence model, the moments of the Doppler spectrum are given by

Ph fd 
3
r H(i(ST-2R) . /,,n

V
where H(r) is the total integrand in (1), a and a are direction vectors of the

incident and scattered waves, and u is the win velociy vector. However, due to the
absence of reliable models of the wind, this has not been implemented in TROPO/PC'.

The integration in (1) is performed not only for each diversity, but also for
pairs of diversities that may be correlated. The correlation coefficients are also
determined as a function of delay. The result is a PIR matrix (I(T) which is saved in
a file for use by the modem program (TROMOD).

By performing a numerical integration over the common volume, the predicted path
loss includes the so called "aperture-to-medium coupling loss." This loss is mostly a
function of the model used and is often approximated quite coarsely. With TROPO/PC"
one need not be concerned about the exact value of this loss since it is implicit in
the result. However, for reference to other technique, this loss is calculated by
comparing the results of the integration with a theoretical model for wide beamwidths.

The CN 
2 
profile used is representative of the worst month (winter afternoon, dry

air). To determine the long term deviations from this "reference point" the MRS TNI01
or MIL-HRK-417 models may be used. They model the climate variations and provide
estimates of deviations from the median reference path loss and the standard devia-
tions from the median. The key input parameters are the effective terminal heights
above the terrain out to the horizon. An "effective distance" parameter is calculated
and used in the MRS approach to determine the parameters over the long-term log-normal
distribution. The NBS model, and its derivatives, are used because of a lack of
better atmospheric characterization, and it is based on a large database. Unfor-
tunately, these models do not distinguish between troposcatter and diffraction compo-
nents, and a large part of the predicted variation is due to the influence of diffrac-
tion. This can lead to larger predicted variations for the troposcatter components
than occur in real life and hence to pessimistic results since diffraction usually
does not contribute to outages with modern digital modems.
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Another problem is that long-term variations of delay spread can not be deter-
mined from the NBS data. While this is alleviated by the robustness of newer modems
in the presence of multipath spread, it shows that a better model is needed. Clearly
the long-term variations in RSL and delay spread are primarily due to vyriations in
the mean refractive index gradient and the refractive index variance (-CN). Gossard
(1977) has provided a model of refractive index variance that could be used for long-
term calculations. Atmospheric refractivity data (Bean et al., 1966) can also be used
but these approaches have not been validated with real troposcatter data.

The third aspect to address is the prediction reliability. Rice et al., (1967)
define a service probability for that purpose. They use empirical data to estimate an
increased path loss variance to meet a specified service probability. We expect that
the present model is more accurate since it avoids use of approximations, requires
detailed link characterization, and is based on a newer scattering theory. The data-
base is too small, however, to estimate the prediction reliability at this point. In
the next section, we show comparison with measurements that may help illuminate this
point.

Comparison with Propagation Measurements

In a recent effort by the USAF, measurements of angle diversity signal levels
were obtained on an L-band link and an S-band link (Parl, 1988). Previous measure-
ments are available at C-band (Sherwood and Suzemoto, 1976). We now compare predic-
tions with results from these measurements.

Figure 3 shows the measured and predicted results for L-band. Data were taken
only for the month of December, 1986. This month is representative of the worth month
conditions. The 95% prediction is clearly very conservative. The 50% prediction
matches the data well, except the predicted variance is larger than measured and the
measured RSL falls below the predicted for two channels in the l%-10% range. This is
believed to be due to the small data base (one month) and partial equipment outages.

Figure 4 shows the S-band measurements and prediction. Again, the 50% predic-
tion is quite accurate while the 95% prediction is pessimistic. At around the 1%
point a transmitter outage causes the measured distribution to fall below the pre-
dicted. The variance of the log-normally distributed RSL is smaller than predicted
also in this case.

Figure 5 shows the prediction for C-band on a short link with 8' antennas. The
RSL measured by Sherwood and Suyemoto 119781 is 6-8 dB below the predicted. With 15'
antennas (Figure 6) the measured data agree quite well with the predictions. The same
holds for a longer link with 28' antennas (Figure 7). This confirms our belief that
the main unce 5tainty in current predictions is the atmospheric modeling, both the
variation of C vs height and the standard deviation. In Figures 5-7 the measured
standard deviaeion is larger than predicted.

Modem Performance

The modem performance in the model is implemented in a separate program TROMOD.
This program takes two files as inputs. One is called PROFILE.DAT, specifying the
diversity configuration assumed, the power impulse response, and the long term means
and standard deviation of the carrier-to-noise ratio. The other file, TROMOD.INP
specifies the modem and custom modem parameters, the diversity configuration desired,
bandwidth, data rate, code rate, etc. PROFILE.DAT can be generated by the propagation
program TPROP or created by an editor.

Some of the key issues in the modem evaluation are spectral efficiency, per-
formance criteria, demodulation process, and the use of coding. We discuss these
issues next.

Spectral efficiency is the ratio of the data rate to the allocated bandwidth.
It depends on the pulse waveform and the bandwidth constraint. The program currently
allows three waveforms: 1) square wave (used in MD918), 2) raised cosine pulse (used
in S575), and 3) raised cosine spectrum (used in MD1208 specification). It accepts
four bandwidth constraints: 1) no constraint, 2) 99% bandwidth specified, 3) FCC19311
spectral mask, and 4) Shape Technical Center recommended spectral mask. For example,
the user can specify a rectangular pulse, 7 MHz bandwidth with the STC mask and
12 Mbit/s. The program determines that a three pole Butterworth filter with 5.6 MHz
bandwidth is required, and that the transmitted waveform has a peak-to-average ratio
of 2.9 dB. Figure 8 shows the mask and the calculated spectrum. The program reduces
the transmitted power accordingly and will evaluate the performance, taking into
account the Inter-Symbol Interference (ISI) introduced by the transmitter filter. A
receive filter will also be taken into account. Such a filter is usually required to
reduce adjacent channel interference and limit the noise bandwidth.

The program calculates two short term performance measures as a function of
E/N. One is bit error rate averaged over Rayleigh fading. The other is the proba-
bA I y of fading below a level where the bit error rate on a non-fadinq channel
exceeds a specified threshold. This second measure is called the fade outage proba-
bility. TROPO v.1.0 also evaluated fade outage per call-minute and 1000-bit block
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error rate, in accordance with DCEC 12-76 (Kirk' and Osterholz, 1976). These are not
implemented in TROPO/PC", both in the interest of simplification and to avoid
approximations. In TROPO v.1.0 these measures were implemented with highly simplified
assumptions about fade rate. The draft MIL-STD-188-323 recommends error-free second
probability for a 64 kbit/s channel as the quality measure. It may be implemented in
the near future assuming slow fading on the channel. Coding gain is taken into
account with the outage probability, but not for the average bit error rate
calculation.

Based on the short term performance and the specified mean CNR and the standard
deviation of the RSL, the performance over the long-term, log-normal distribution is
evaluated by numerical integration. This results in a yearly average bit error rate
and a yearly fade outage probability. For voice channels, outage probability is a
better measure of quality and it also reflects the real performance improvement
achieved by using coding. Outage probability is also better for most data channels
requiring retransmission if errors are detected. Error free seconds performance is
closely related to outage probability.

The demodulation process assumes a decision feedback equalizer consisting of a
matched filter, a forward equalizer, a backward equalizer, a detector, and, optionally
a decoder. Figure 9 shows the general structure. The forward and backward filters
are transversal filters and the number of taps can be specified in the input file, as
can the delay of each tap. Defaults for these parameters exist for each implemented
modem. The performance evaluation assumes QPSK but uses the more conservative DPSK
error probability. The difference between coherent QPSK and DPSK allows for an imple-
mentation margin which is usually adequate to characterize real modem performance
degradation. Additional degradation can be specified at the input, but the default,
modem dependent value is recommended. The performance accounts for the residual IST
that the equalizer cannot handle in the way described by Monsen [1973].

As an example of4 what the program can calculate, Figure 10 shows the outage
probability with a 10 threshold for two modems, one with three taps on the forward
equalizer (MD918/GRC), and one with six taps (S575). At large delay spreads, both
modems degrade, but the modem with only three taps is clearly much more sensitive to
delay spread. Figure ii compares angle diversity with space-polarization diversity.
At moderate delay spreads, angle diversity is superior, but it degrades more rapidly
at large delay spreads. This is due to the larger multipath spreads in the upper
angle diversity beam.

CONCLUSION

We have described a digital troposcatter performance model that is the latest in
a series of models developed ove the last ten years. The new model is simplified in
several respects but has a number of new features necessary to aid today's tropo-
scatter link engineering. The model has been validated with a limited set of measure-
ments.
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DISCUSSION

P. TWITCHELL, US

Dr. Parl is quite correct that there is a need for closer collaboration between
atmospheric models and those concerned with EM propagation. Recent advances in
satellite atmospheric sounders (temperature/water vapor) will provide new opportunities
for EM propagation prediction.

AUTHOR'S REPLY

What is needed is a coordinated measurement program of atmospheric parameters and EM
wave propagation. This would validate the known relationships between the atmosphere
and radio-wave propagation. The goal would be a global propagation model that is based
on global atmospheric models. The propagation model can then be constantly updated
with new advances in the atmospheric sciences.
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MODELLING UHF PROPAGATION FOR FREQUENCY

ASSIGNMENT IN RADIO RELAY NETWORKS
Jean-Paul M.G. Linnartz

1

Physics and Electronics Laboratory FEL-TNO
P.O.Box 96864, 2509 JG the Hague, the Netherlands.

An account is given of experiences in developing UHF-propagation models for the
terrain of the North German plain which is characterised by woods and farmland. A few
empirical results on the relevance of modelling the interaction between diffraction
and groundwave propagation are discussed. However, the paper mainly focusses on
(statistical) methods used to select appropriate models, rather than going into the
(physical) details of propagation mechanisms. Since local variability of the field
strength prohibits prediction of the feasibility of radio relay links with absolute
reliability, (static) diversity tests are recommended to avoid antenna positioning in
local multipath nulls. It is shown that such antenna position tests are only
worthwhile if the propagation model forecasts local mean signal powers with sufficient
reliability.

1. INTRODUCTION

The effectiveness of the planning of radio links and frequency management heavily
depends on the availability of appropriate propagation models. Almost from the
beginning of experimental radio communications, the properties of waves travelling
above the earth's surface have been a subject of research. Especially because
saturation of the radio spectrum forces towards higher frequencies, the influence of
obstacles and irregularities on the diffraction and scattering of waves becomes higher
and more difficult to predict.
In frequency assignment for a complex radio relay network, evaluation of many path
profiles is required in order to select the optimum location and frequencies for a
relay node in agreement with a tactical scenario. This does not concern operational
paths only because paths over which interference signals may travel have to be
considered. Further, local EMC issues have to be examined. Since relay nodes are
relocated frequently, relatively simple algorithms have to be used.

Forecasting path loss from terrain data can be seen as a three-step process, as
illustrated in Fig.l.

ITERRAIN DATAI

step 11

I LINK PARAMETERS

12

L ssEs due to ISOLATED PHENENA

3 Fig.l: Three steps towards a
model for propagation forecasts

TOTAL PATH LOSS

The major part of the theoretical work on propagation concerns the second step only:
given a set of path parameters, the loss due to isolated and idealised mechanisms can
be calculated. Well-known examples are the diffraction loss AD over an obstacle if the
knife-edge geometry is known [l]-(3], or the reflection loss Ar in a two-ray model
given antenna heights, and the distance of propagation over a plane, and smooth earth
(4). The reliability of the prediction of a field strength further depends on the
first and third step. The first scep is the interpretation of the terrain data by
extracting propagation parameters. It is mainly in this ste that many implementation
decisions have to be made. Typical questions are "What is the effective height for
diffraction of a hill covered by trees in winter?", "When does a terrain irregularity
act as one single obstacle (SKE: single knife edge) and when should it be treated as
two (or more) separate hills (MKE: multiple knife edge)?" and "What is the effective
height of an antenna in an irregular, sloping and forested terrain?" (5],(6].

1
Now with: Telecommunication and Traffic-Control Systems Group (TVS)

Faculty of Electrical Engineering
Delft University of Technology

P.O.Box 5031, 2600 GA DELFT, the Netherlands.
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The third stop describes the transition from theory to application. Experience and
expertise are required to select and combine the relevant effects. The extent to which
mechanisms are present (and mutually interact) is an important consideration in the
selection of a model. Although usually the total path loss is estimated by linearly
adding dB's as predicted in step 2, and thus assuming superimposed isolated
mechanisms, this is neither theoretically justifiable nor the best solution in terms
of accuracy [7],[8]. In contrast to the sequence for forecasts (Fig.l), for research
and analysis, usually a reserve sequence is followed, starting with step 3.

Analysis of narrowband propagation measurements (8] in the UHF bands (bands I and II)
for the "ZODIAC" l(Nl)lk radio relay network is reported in this paper. Operational
links cover 5 to 30 km over the slightly hilly terrain (.h is 20 to 100m) of the North
German plain. The terrain is mainly agricultural, with scattered woodlands. Antennae
heights range from 4 to 21 meters, which is often insufficient to exceed the tree-top
level. Multipath reception and shadowing [4],[9],[10 introduce substantial local
fluctuations of the field strength. Interaction of the radio wave with the earth's
surface (reflection loss) and diffraction are of nearly equal importance in large-
scale field strength fluctuations.

2. AVERAGE ATTENUATION

A typical example of modelling propagation is estimating the average loss A (in dB)

with distance d, according to the statistical model

A = 10 log d + a, (1)

with a and P empirical constants. Theoretical values are P=2 in free space and 0=4 in
the case of propagation over a plane earth. An instructive conclusion on the relevance
of propagation mechanisms can be drawn from experiments such as presented in Fig.2. In
our application, it appeared that UHF propaqation in forested areas (OM2.6) is
principally a diffraction effect in free space, while for relatively open areas
(Pm3.8) the plane earth model is more appropriate. The effect of lower 0 in areas with
dense forests has been investigated by Tamir (11] for VHF frequencies.

As suggested by Fig.2, adding theoretical
Poth toss \ diffraction and reflection loss (AD +

[d81 Ar), and thus 0>4, can not lead to an
130 -open area optimum model since interaction of both

mechanisms is then neglected. Anappropriate and accurate VHF or UHF model140 is thus expected to smoothly change, e.g.
as in (7], from a diffraction model for
paths mainly covered by vegetation to a

forest \ - plane earth model for paths over
150 farmland. Dedicated measurements near theHaarlerberg (Fig. 3) confirmed that an

obstacle, though introducing diffraction
loss, significantly tempers reflection

160 loss. Field strength measurements and
antenna height gain tests, gave the

Egli impression that diffraction and
reflection showed their influence on

170 6 0 Z0 0 60 100 different parts of the path.

-> distance [kml

Fig.2: Average path loss in the North German plain at 300MHZ
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plane earth loss at (2,3), diffraction at1 2 5 10 20 50 100 (4) and a combination of diffraction and

Distance [kn] A- reflection at (6,7).
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3. STANDARD DEVIATION OF PREDICTION ERROR

The logarithmic standard deviation at of the error experienced when a propagation
model A is verified, is defined as

at
2  

- E[ ( A, - A - E[Am - A] )2 ] (2)

with Am the measured path loss (in dB) and A the forecast loss (in dB). The variance
at

2 
is due to four statistically independent effects: model deficiencies a , shadowing

as, multipath OR and measurement errors a.. So, if attenuation mechanisms hre assumed
multiplicative, at is given by

at
2 

= a,
2 
+ ap

2 
+ a

2 
+ OR

2
. (3)

Using state-of-the-art equipment, measurement inaccuracies (though present) may be
neglected (am=l to 2 dB). Nevertheless, the measurements can greatly influence the
results (11]. Faulty or loose connecters, damaged antennae, overloaded amplifiers etc.
are not always spotted immediately and tend to introduce some outliers in the set of
measurement data, rather than smoothly increasing apparent at

2 
by a small extra term.

The selection of paths for measurements may not be limited to paths known to give
satisfactory communication. Therefore, equipment has to be significantly more
sensitive than operational radio relay sets, otherwise, absence of paths with heavy
loss biases the population of measurements.

Shadowing and multipath reception introduce local fluctuations, usually in the range 4
to 12dB. Both effects are usually discussed in relation to mobile cellular radio-
telephony [4],[9]. Assuming reasonably good antenna position, multipath reception due
to local scatters gives the amplitude of the signal a Rician distribution over an area
of a few tens of wavelengths. In the worst case, i.e. when no dominant wave is
present as we experienced in a forest, the Rician distribution goes into a Rayleigh
distribution, with OR z 6 dB (App.A). Since local phase cancelling can not be
predicted, one preferably reduces multipath fluctuations OR before statistical
processing [12],[13],[14]. Appendix A illustrates that Or decreases roughly with '/m,
where m is the number of uncorrelated samples taken at one antenna location.

Due to shadowing, the local mean power varies about the area mean with a log-normal
distribution: the power in dB is normally distributed with standard deviation as . In
this paper, we define shadowing to occur in an area with a size equal to the
resolution of the terrain data. This is in contrast to common definitions in mobile
propagation, where the area is only limited in size by the requirement that shadowing
remains statistically stationary. In the latter case, shadowing is typically measured
over an area of a few hundreds of meters. Using the former definition, shadowing poses
an insurmountable limit in achievable accuracy of forecasts (at>as). This implies that
for terrain data with very high resolution, the effect of shadowing necessarily
vanishes (as-0). For average terrain, as= 12d8 when no terrain profile (except the
propagation distance d) is used (151,[16].

The remaining term ap represents model deficiencies. The aim of the assessment of an
appropriate model is to effectively reduce a to zero. In (1), even if a -0, i.e., if
P is optimally established, at will always b greater than a5s12dB. Erros lp only
have a minor influence on at. For samples homogeneously distributed for "log d" in the
range 5 to 50 km, ap will equal

ap= 10 -0 /1 _ - 2.9 &P (in dB), (4)

which is almost always much less than 12 dB. Nevertheless, the forest/open-area
conclusion from Fig.2 appeared relevant in selecting a model (step 3). The gain from
such experiments is only found in a later stage of the development of a model when
effects from diffraction and reflection are carefully accounted for. Evaluation of
representative profiles showed that the average Deygout [2] diffraction loss AD is 20
dB with a standard deviation of 7 dB. If, on the other hand, a plane earth is assumed,
the two-ray model yielded reflection losses Ar of about 12 dB, with a a of 7 dB. It
may be concluded that model errors a are to be expected in the range of 7 dB if
diffraction or reflection are not carefully considered.
In conclusion_ I 1-known models such as 117],[18], can reach standard deviations of
about at-.as'+OR 6 dB if terrain data is carefully used. Only very complex models
perform better, provided that antennae can be placed with sufficient clearance (aRm0).
The accuracy of most models, however, can be characterised by a standard deviation at
of S to 10 d [8].

4. REQUIRED NUMBER OF MEASUREMENTS

Theory on combined occurrence of propagation mechanisms is scarce. As far as empirical
results are reported, e.g. in [5]-[7], the validity in a different application is not
guaranteed in advance and verification is required. Dedicated experiments, such as in
Fig.3, can yield important insight into selecting and combining relevant mechanisms
(step 3). Absence of local scattering and shadowing appears a relevant condition for
the validity of single path experiments. However, usually a large set of samples is
required to be able to draw statistical conclusions.
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We assume a test model A to be verified by m samples at n different pairs of antenna

locations. Multipath attenuation may be assumed statistically uncorrelated for all a

measurements at one location because these are sampled at sufficiently different

frequencies or antenna positions. Shadowing and model deficiencies are assumed equal

(correlation unity) at one location but uncorrelated for different locations. The

variance in the estimate for $ can then be expressed as

a8
2 

+ oR
2

/,
var[p] = (5)

n var[l0log d]

We now define a 0 as the model error experienced when the propagation factor under
test is unjustl; ignored. In this case, ap0 is experienced when P-0 would be inserted
in (1). Eq.(5) goes into

p
2  

062 OR
2

var(p]= - - + - ] (6)
ap02 n n m

Since a 0 and the local variability are often in the same order of magnitude (about
7dB), te number of locations n to be investigated is in the order of 100 for a
relative accuracy of 10%. Further, eq.(6) suggests that if a total of mn measurements
can be taken, all measurements are preferably taken at different locations (m=l, large
n). In practice, it is usually easier to take several samples at one location (m>>l)
than to move to another site. Screening of data and evaluation of specific phenomena
on individual paths can only be performed if multipath spreads are effectively reduced
(m>>l).

In the analysis of step 1 (interpretation of the profile), the problem is more
complicated. Few experiences are reported, while the number of degrees of freedom in
defining effective heights and other compensation parameters appears unlimited.
Experiments in step 1 are not as straightforward as linear parameter estimation
because implementation decisions often have a discontinuous effect on path loss. A
small change in terrain profile, for example changing the modelled effective
diffraction height of trees, can have a step-wise influence of predicted diffraction
loss if the implemented algorithm steps from single knife-edge to double knife-edge
interpretation. Further, conclusions are sensitive to outliers. These effects are very
difficult to optimism, and no general method can be recommended here. At least taking
sufficient samples to smooth out discontinuities can be advised. It appeared from our
measurements that 55 paths (n=55, and m=28) did not fully smooth out these effects.
Practical experience indicated that the discontinuities sharply diminish with the
accuracy of the implemented model. This is in contrast to the fact that a more
detailed model generally has to take more decisions. The MKE diffraction model [2]
gave a significantly better defined optimum than SKE methods.
Some of the parameter estimates concluded from a set of n=34 paths had to be revised
after additional measurements became available (n=55, m=28). Linear regression or
correlation of the error with terrain parameters, rather than studying the overall
accuracy at, can give some insight into the problems but careful interpretation is
required.

5. LINEAR REGRESSION OF THE FORECAST ERROR WITH PATH PARAMETERS

A direct verification of decisions in step 3 can be made by correlating the residual
error e (eAA-Am-E[A-Am]) with isolated losses as calculated in step 2. Linear
regression in (8] showed that excess path loss (above free space Afe) is proportional
to 45% of the SKE diffraction loss as in [1]. It appeared that MKE models were
required, since e was found proportional to 85% of the theoretical loss AD over a
Deygout triple knife edge [2]. Apart from deficiencies in implementing step 1, a very
likely explanation of the lacking 15% is that propagation over smooth paths
experiences relatively more reflection loss.
On the other hand, regression of the error e with two-ray reflection loss Ar was in
the order of only 50% [2]. This is mainly due to the inverse frequency dependance of
reflection loss, while diffraction and shadowing increase with frequency. We conclude
that direct correlation of the error with losses from isolated and idealised phenomena
thus prone to yield somewhat ambiguous results since losses have a mutual statistical
correlation.

Correlation with distance is usually a more reliable indication of shortcomings in the
calculation of reflection loss. Diffraction statistically also increases with
distance, however, this effect was found to be limited to 10% of p. Correlation with
frequency is a more complex parameter: diffraction, reflection and shadow losses all
depend on frequency. Accumulated inaccuracies in various terms of the model are likely
to require a final empirical correction with carrier frequency. In our case, average
shadow loss has been modelled dependent on local terrain features by adding Alx, with
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j 6 Iog(f/40MHz) for a low antenna (<21m) in a forest

0 in the case of high antenna clearance (open field)

or any intermediate value, depending on vegetation and buildings.

Regression of e with profile parameters is also prone to diverse interpretations. For
test models without diffraction, e.g. [13], terrain roughness -h will give a positive
correlation. Once diffraction is introduced in the model, the correlation often turns
to negative values, since reflection loss is higher on smooth paths. Empirical
corrections for terrain roughness are not easily generalised since they depend on
tactical decisions in selecting antenna sites. Nonetheless, implementation decisions
in step I are, however, best verified by correlation of e with parameters as terrain
roughness, interdecile range, density of vegetation etc. For the purpose of
verification of steps 1 and 3, even defining new parameters can be useful in gaining
insight. Empirical correction with these new parameters does, regrettably, not lead to
reliable models.

6. RESULTS FOR PROPAGATION MODEL

In our application, diffraction has been modelled by the MKE technique by Deygout. SKE
methods, for instance the main hill or (3], appeared not to be essentially better than
models on the form of (1). Analysing the SKE model suggested by Bullington (3], a
problem of implemention was encountered for forested terrain, because the equivalent
obstacle is often only determined by trees in vicinity of the antennae. Consequently,
all terrain irreualities on the propagation path are then ignored.
Our algorithm takes account of up to three obstacles. The effective height of trees is
empirically set to 25 meters for coniferous foredt and 15 meters for other forest. The
influence of terrain irregularities on ground wave propagation appeared difficult to
quantify. Several attempts have been made to empirically model the reflection
coefficient as a function of angle of incidence and terrain characteristics. A small
improvement can be obtained by empirically modelling reflection as a function of the
density of vegetation on the path, the total diffraction loss (e.g. as in (7)) or the
interdecile range Ah. No such model could be scientifically justified. The increased
complexity largely increased computer time, but it did not significantly increase the
accuracy of the forecasts. From this point of view, reflection loss Ar was empirically
reduced by 40%, which results in the generally accepted A somewhat larger than 3.2.

Since calculation time of the algorithm had to be limited, low resolution terrain data
has been applied. The data base contained information on the highest point within a
lkm

2 
square. However, it appeared essential to have more detailed information about

the terrain height and local terrain features at the antenna site. Using the local
shadow loss (7), this resulted in the model

A = Afs + AD + 0.6 AR + Al,tx + Al,rx. (8)

in accordance with earlier observations, field strength forecasts are limited to about
7 or 8 dB accuracy for antennae above tree top level. For antenna heights below 20
meters in a terrain with scattered woods (GR=6dB), at could not be reduced below 9 dB.

7. NETWORK MANAGEMENT

While the propagation researcher can reduce OR by his measurement method (m>>l), the
frequency manager has to account for a residual inaccuracy due to multipath (at>aR).
Local effects can not be fully predicted and accounted for but they have to be soved
at the receiver and transmitter sites. If the transmission bandwidth is not too wide,
a static diversity technique (e.g. testing a few alternative antenna positions) may be
applied. In App.B it is shown that, although accuracy is necessarily limited,
optimising a (accurate model) and a. (high resolution) remains relevant. Conditional
probabilitiet of successfully setting up a link suggest that only if the forecast of
the local mean power has been performed sufficiently accurately and if multipath
scattering is relatively severe (OD

2
+0

2
.<OR

2
), local tests are worthwhile. Horizontal

displacements of the receiving antbnna showed that OR02dB for antennas with high
clearance. For low antennae close to woods, the standard deviation due to multipath is
significantly higher (ORw6d). Occasional nulls of 40 dB have been recorded.

Horizontal displacement of the antenna by a few meters may be feasible with some types
of masts. With other types, however, position tests might be prohibitively time
consuming.
Empirically, an average height gain of 4 to 5 dB/oct was found. However, samples at
intervals of 3m did not exactly follow a smooth dB/oct trend: multipath scattering
produced peaks and dips with a standard deviation of 2.5dB for 25O z, slowly
increasing to 3.5dB for 900MHz. Shadowing only influences the height gain if
obstructions are very close to the antenna. An exponential height gain of I or 2 dB
D_2XLp= was measured closely beyond the Haarlerberg (Fig.3, loc.4). Within small
woods, an occasional l0dS is to be gained by placing the antenna between the trunks
(at 7 to 10m), rather than at the height of the leaves. In general, however, vertical
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(height) tests have not been found to be very effective since the height gain
prohibits all too dramatic changes (reduction) of antenna height.

Measurements indicated that the local mean power is virtually constant with time,
though the multipath pattern may fluctuate somewhat. Seasonal effects [23] are present
but below other statistical effects. Interference powers over longer paths (d>40km)
can fluctuate due to incidental transhorizon propagation under specific conditions. It
is our impression that a transportable UHF link, once in operation, experiences outage
mainly due to changing interference characteristics.

a. CONCLUSIOMS

To assess the optimum implementation of obtaining propagation parameters from terrain
data (step 1), many measurements are required. The transition from these paramete-s to
prediction of loss if all effects would occur isolated (step 2), has been extensively
covered in literature. However, experience, expertise and dedicated measurements are
required to combine these phenomena in an appropriate model (step 3).

Empirical verification of UHF-propagation models, and their implementation, is deemed
necessary if an accuracy better than 10 dB is required. Computer processing time
rapidly increases if higher accuracy is required. Model accuracy better than about 6
dB is usually not achievable in typical UHF military radio-relay applications because
of Rician scattering of waves in the direct environment of the antenna. Our
measurements indicated that the agreement between mobile propagation in cellular radio
and radio relay with low, camouflaged antennas in a scattering environment is
surprising. In contrast to fast fading (as for instance in civil cellular telephony),
the radio relay signal barely fluctuates with time; antenna masts may thus by accident
be placed permanently in local multipath nulls.

The effectiveness of repositioning the antenna is evaluated (in App.B) from
theoretical models on local variability. No empirical verification of the relevance of
second attempts under operational circumstances is available. Nevertheless, it was
learned that reliable management of the radio relay network calls for cooperation
between the frequency administration and local operators, rather than conveying a
computer decision to set up a link between two sites on a prescribed frequency.
Shadowing and local multipath effects cannot be fully predicted and accounted for but
have to be addressed locally at the receiver and transmitter sites, e.g. by (static)
diversity techniques or antenna displacement tests. The frequency manager can,
however, complement these efforts by providing alternative frequencies to avoid local
multipath cancelling. These conclusions may ask for modifying some of the operational
procedures now used in establishing radio relay links, especially if higher (band III)
frequencies are used.
It is the impression of the author that, after implementing models at present
available, inaccurate modelling of co-location EMC issues, rather than link
attenuation, is now the main limit to the reliability of the frequency management. Co-
location interference also exhibits severe fluctuations with small antenna
displacements.
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APPENDIX A: Standard deviation of a Ravleiah fading sianal

In a radio relay network, multipath reception can be described by Rician scattering.
In the worst case, the direct wave does not significantly dominate the scatters and
the signal strength has a Rayleigh distribution. The pdf of the received signal power
p is exponentially distributed, according to

1 p
fp(p) - exp( - -) (Al)

Pi P1

with P1 the local-mean power. The local-mean power gl, averaged over dB values, will
be 2.5 dB below this linear average Pl. This is seen from

Ak - fj10 log (p/imW)]k exp( - p/pl) dp/p1  (A2)
0

which is solved for k-l using (19,(32.117)]
(A3)

10
Al - (-r + ln(p/lmW) ] 1 10 log(p/lmW) - 2.5 dB

In 10

where r the Euler's constant (r = 0.577). From (19, 32.119], the logarithmic standard
deviation is found to be

100 
2

OR
2  

. [ - + 7 - T
2
1 a 6 dB (A4)

ln
2
10 6

The sum or the average of m samples has a Nakagami m-distributed envelope, or
equivalently a gamma distributed power. Solutions for the higher order logarithmic
moments Ak have not been found. An approximation (13] for OR can be made from linear

moments u and a,

u + s/2
OR 10 log[ ] (A5)

u - s/2

For Rayleigh fading, u-pr and a-pl
2
, so aR n 4.8 dB. For the gamma distributed sum of

m samples, one finds a linear average u-npl and a second moment equal to u2-(n
2
+n)p1

2
.

Thus, for large m, the OR decreases inversely proportional to /m, since

1 10 4.3 O R

OR,m 10 log(l + -) W - "- (A6)
4/m nlO /s JIm /M
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Ancedix 5: Probability of macness in establihimU a minrowave link

In this section, benefits from applying a static diversity technique to avoid an
accidentally bad position of the antenna are discussed. Two approximations are
applied: the model is based on narrowband propagation, i.e., the bandwidth is assumed
not to exceed a few hundreds of kHz [4]. Further, Rayleigh scattering is assumed. This

represents the worst case of scattering, however, in this event, maximu diversity

gaih can be achieved. Results will thus tend to be optimistic for the effect of

diversity.
The results presented here originally stem from (unpublished) research at D.U.T. on
protocol design in mobile packet radio networks. In the original application it was
concluded that the waiting time for retransmission of a lost packet can be short if
shadowing fluctuates with as less than 6 dB. On the other hand, if shadowing is
characterised by larger a., the protocol has to wait until the vehicle has moved
several tens of meters to experience uncorrelated shadowing attenuation. This
application comes close to common practice in Combat Net Radio (CNR), where it is
known that moving the vehicle a few meters can have a dramatic influence on the
success of communication.

Due to shadowing and model inaccuracies, the (experienced) local mean Pl of the
received signal is log-normally spread about the predicted area mean p. Secondly, the
actual received signal power ps is a statistical variable with Rayleigh statistics
about the local mean Pl [9]. If the power p5 is by accident below the threshold pQ,
then the attempt to establish a radio link fails. changing the antenna position gives
a new (statistically uncorrelated) sample from the local process of multipath
cancelling but attenuation from shadowing and inaccurate prediction remains fixed.
Initially, we assume a frequency management algorithm that prescribes the use of a
certain radio channel if the forecasted area-mean signal level pa has sufficient
margin a above a threshold p0 (aep5/p0 , 5>1). In the second part of this appendix, the
threshold is assumed to be dictated by interference signals rather than a known noise
floor. In the latter case, the threshold is treated as a log-normal statistical
variable. In both cases, the relevance of the second attempt is best evaluated from
the conditional probability of success, according to

Prob( success2,.failure1)

Probtsuccess2 1failurel) = (B)

Prob(failure1 )

I(1) - 1(2)
(B2)

1 - 1(1)

with I(k) the probability that k successive attempts are all successful.

1_ Noise limited network

Assuming a fixed threshold po, the probability I(k) is of the general form

PO 1 (ln P1 - ln p8 )
2

I(k) - exp(-k--) exp(- ' ) dpl (B3)
0 P1 - a P, 2 02

which is a function of the relative margin a and the model accuracy o in natural units
(a - 0.230261ap

2
+08

2
). The integral is rewritten using exp(at,/2)&apl/p 0 to allow

application of the Hermits numerical method [20, ch 25]. Thus

N wi k

I(k) = - exp( - - exp( a xij2) ) (14)
ill j1 0

Here wi are weight factors at sample points xi for an N-point integration [20].
Figs.4a and 4b illustrate the probability of success in th$ first attempt I(1) and
second attempt (82). The local mean forecast error Op'+O, is 4 and 8 dB,
respectively.

For a rough model (Otal2dB, not illustrated), the probability of success in a second
attempt becomes as low as 20 to 30% even for forecast margins a as high as 10 to 20
dB. A conclusion, which is Intuitively agreeable, is seen from the conditional
probability of success in a second attempt (broken lines): Periorming a second attempt
is only worthwhile if the forecasting algorithm is accurate (ja '+o' < OR <

6
dB). On

the other hand, if shadowing and model inaccuracies dominate local Rultipath
variability, the most reasonable conclusion from the failure of a first attempt is
that the frequency assignment algorithm produced an erroneous forecast. A second
attempt then is likely to fail again. More in general, one may conclude that improving
the reliability of network management requires both improved models and operational
techniques, including diversity. Improving the model can not compensate inaccuracies
due to mltipath. Modifying operational instructions without improving the propagation
model will only frustrate local operators.
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Fig.4 Probability of immediate success in establishing a radio link in aRayleigh scattering environment, and the conditional probability that a second

attempt is successful given the failure of a first attempt. Combined shadowing
and model deficiencies are 4 and 8 dB, in Fig. 4a and 4b, reasp.

,I Interference limited network

The concept of [22] is applied for the event of one dominant interferer. The frequency
assignment algorithm prescribes the use of a frequency if the signal power is expected
to exceed the interference power by at least the threshold ratio z. The forecast
margin above this threshold is denoted a. The desired signal and accumulated
interference have correlated shadowing. For low antennae in a forest, the correlation
p was found in the range 0.1 to 0.4, while p-o in an open field. Since the model
accuracy a was found relatively insensitive to the propagation distance, the
effective ogarithmic standard deviation ae is found from

Oe
2 

- (0.23026)2 (ap
2 

+ 0.
2
) 2 (l-p) (B5)

The ratio w of the local-mean powers of signal and interference is log-normally
distributed about the (forecast) area mean ratio az

1 ln
2
w/az

fw(w) Bexp - ) (56)
,0 Oe w 2 a

2

The probability I(k) of k successive successes is known from diversity techniques in
cellular radio telephony [22,(8)]

I(k) - - ] k expi-t
2
) dt (B7)

- + exp(2 a t)

Using (B2), the conditional probability of success in a second attempt is calculated
and portrayed in Fig.5.

I %. % "shadowing 4dB

first attempt a -/ql..e %~
o /second \ -18

/attempt .. \ 0'.%

.r Shadowing 4dB

SIR margin [dB] SVR margin [dB]
tooordllg to propagation montdl aoordlns to propagation modl

Fig.5: Probability of success in establishing Fig.G: Expected required
a radio link in an interference limited horiaontal displacement of the
network with Rayleigh scattering channels. antenna position as a function
Combined shadowing and model deficiencies is of the forecast margin for
4dB. models of various accuracy.
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Assuming exponentially distributed fade lengths, the average distance over which the
C/I-ratio drops below the threshold z equals the average distance 6 required to move
an antenna out of a multipath null. Given the local mean C/I ratio w, 6 is found from
rewriting the average fade duration for two contending Rayleigh distributed signals
(21].

6 /2 /z
(58)

1 V /w

Averaging over the log-normal distribution (B6), one finds

E[6] J2 /z Io 1 -(lnw-lncz)
2

Sr J exp( ) dlnw (B9)
1 V yOoe Jw 2 e2

Substituting w = az exp(/2 oex) results in

E r6] 2Jz exp(-x
2 

- h./20 x) 2 e 2
-/ d- - e-p(-) (BlO)

1 J.. rja J2i o ,a J2 a

The expected displacement of the antenna as a function of the predicted margin a is
shown in Fig.6. The curves suggest that if accidental bad positionig of the antenna is
to be resolved by position tests, only minor displacements are required, since the
wave length is typically less than one meter.

DISCUSSION

D. YAVUZ, TUR

Was the US-ECAC model TIREM (Terrain Integrated Rough Earth Model) which uses digitized
terrain data plus multiple diffraction, reflection and other sub-models considered for
your application?

AUTHOR'S REPLY

The analysis was initalized with relatively simple models because of our special
application for rapid frequency assignment with relatively limited computer support.
Further, we felt that converting a propagation model to a new database is not always
trivial. Nevertheless, TIREM can be of interest as soon as the computer used for
frequency assignment is upgraded. In present investigations on propagation in Band
III (1300-1800 MHz), TIREM is one of the models considered in the analysis at FEL-TNO.
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SUMMARY

The National Aeronautics and Space Administration (NASA) is planning to launch an
Advanced Communication Technology Satellite (ACTS). This satellite will use several
methods to adaptively mitigate the effects of fading due to rain in its 20- and 30-GHz
links. A decision algorithm is needed to control the implementation of these mitigating
techniques. The use of a learning pattern recognition algorithm as the solution to this
problem is explored here. The algorithm is applied to data simulating fading on a slant
path through the atmosphere at 20 and 28.8 GHz. The data were scaled from data measured
on a 1-km path at 28.8 GHz in Hilo, Hawaii. The sole cause of fading in the data was
attenuation due to rainfall on the path. The results indicate, at least for the test data,
that the use of the most recently measured value of the received signal level (RSL) is
adequate for predicting the future RSL and can be used to decide when the mitigating
techniques should be used. More complicated algorithms based on linear combinations of
previous RSL samples do not perform significantly better than the simple previous value
approach.

1. INTRODUCTION

The National Aeronautics and Space Administration (NASA) is planning to launch an
Advanced Communication Technology Satellite (ACTS) in 1992. The satellite and the ground
stations will have the ability to adaptively increase the transmit power in the 20-GHz down

link and 30-GHz up links to overcome fading due to rainfall on the path. An algorithm is
needed to decide when the power should be boosted.

In the study reported here, learning pattern recognition techniques are used to develop
and explore the performance of various algorithms. A pattern recognition technique was
chosen because of its flexibility. Although, only the received signal level (RSL) for past
time is used as the information input to the algorithm, many other inputs can be combined
in a pattern recognition algorithm, including radar data, weather forecasts, rain rate
gauge measurements, etc.

Data, simulating the fading to be experienced on a 20-GHz down link and a 28.8-GHz up
link, are generated by scaling data measured at 28.8 GHz on a 1-km link in Hilo, Hawaii.
The data are then separated into a training set and a testing set. The training set is
used to teach the decision algorithm to make good decisions concerning when to boost the
transmit power. The testing set of data is used to test the performance of the decision
algorithms and determine their relative performance.

The results of the testing reveal the characteristics of the fading in the simulated
data and indicate that the single most recent value of the RSL is in many ways the beat
near-term predictor of the future RSL. Thus, in actual operational practice after ACTS
is launched, the following approach to implementing a decision algorithm is indicated.
First, the most recent value of the RSL should be used to decide whether or not transmit
power should be boosted (last point algorithm). While this approach is being used, a
learning decision algorithm should be trained on the RSL data observed at each ground
station. After training, an algorithm based solely on past values of the RSL may only
marginally outperform the last point algorithm.

2. BACKGROUND

The ACTS satellite is scheduled to be launched in 1992. The purpose of ACTS is to test
and develop advanced satellite communication technology. The satellite will operate in
the 20/30-Glz bend with spot beams that can be rapidly switched among ground stations.
The spot beams will dwell at each location for a few milliseconds and return to the same
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location at least once a second. The switching and dwell times are adaptively controlled
in response to the communication traffic load by the satellite control center.

A low burst rate (LBR) link will incorporate processing of the data on board the
satellite. Data received from a ground station are demodulated and stored. When the spot
bean moves to a new location, all the data that has accumulated on board the satellite and
are addressed to the ground stations illuminated by the spot beam are transmitted. The
satellite will also have a high burst rate (HBR) link. The HBR link operates as a simple

"bent pipe" (repeater) and spot beams are used to connect two ground stations
simultaneously.

Each ground station communicates with the satellite control center through the
satellite on what is called the order wire, which is provided by reserved bits in the
communication protocol. The order wire enables the ground station to inform the control
center of traffic requirements and the control center to inform the ground station of the
next time it will receive the spot beam.

The satellite transmits continuous wave beacons near 20 and 30 GHz, which the ground
stations monitor to measure the attenuation that will be experienced on the wide-band
communication links. This information is then used by coordinating through the order wire
to adaptively compensate for channel fading. The LBR link will use forward error
correcting (FEC) coding to compensate for severe fading and the HBR link will use variable
transmit power. The need for a decision algorithm to adaptively control these mitigation
techniques is called the "order-wire problem." The application of a learning pattern
recognition algorithm to this problem was explored and is reported below.

It is desired that an availability of 0.99999 of the time be achieved for the links.

3. ANALYSIS

In the work described below, the use of a learning pattern recognition algorithm serve
as a decision algorithm for controlling the power boosts for the HBR link is explored.
First, the mathematical foundation of the algorithm is reviewed. Then data simulating
fading on a slant path to ACTS are simulated from data measured on a short terrestrial
path. These data are separated into two sets. The first data set serves to train the
learning algorithm. The second set serves to test how well the trained algorithm performs.

3.1 Learning Pattern Recognition Algorithms

A general form of the pattern recognition problem is shown in Figure 1. The
observation space contains the information that is available for determining the
classification of a pattern, i.e. determining to which class or group it belongs . In the
case here, it includes the recorded time series of the RSL for past time. It could, in
general, include radar data, rain gauge data, time of year data, etc.

The feature extraction process results in a pattern vector, x. Each element of the
pattern vector may be a complicated function of parameters or raw values taken from the
observation space.

In a linear decision algorithm, the dot product of the pattern vector and a weight
vector, w, is computed. When there are more than two classes, each class has its own
weight vector; the pattern vector is classified as belonging to the class whose weight
vector results in the largest dot product. In the two-class case, the dot product is
compared to a threshold to determine classification. For the work here, a two-class
algorithm is sufficient. The two classes, for example, may be "the power needs to be
increased" or "the power does not need to be increased" for the next. transmission.

The feature extraction process is the most critical step in pattern recognition. It
provides the information on which a classification decision will be mde. It is especially
important that the information in the pattern vector be suitable for processing by a linear
decision algorithm where only linear combinations of the vector elements are allowed.

The linear decision algorithm is straightforward, and learning algorithms have been
developed that enable the weight vector, w, to be determined from a training set of pattern
vectors, x(k). The algorithms derived here are based on the Robins-Nonro (R-N) algorithm
(1), and the development and notation generally follow Tou and Gonzalez (2].
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The R- algorithm finds the root v0 of the deterministic function g(w) when only noisy
observations,

h(w) = g(w) + n, (1)

are available. The noise must have zero mean so that

g(w) = E(h(w)). (2)

Then, if the variance of n is bounded for all w, the root w, can be found from an arbitrary
initial w(l) using

w(k+l) -w(k) - akhfw(k)]. (3)

The sequence (ak) must consist of positive numbers satisfying

lim ak - 0 as k-, (4)

Eak = w, and (5)

Eak
2 
< g. (6)

The harmonic sequence ak=l/k satisfies the above conditions and will be assumed in what
follows. The regression function g(w) must have only one root and must be bounded in the
interval of interest. If all the above conditions are satisfied, the sequence wk converges
to the root vo in the mean-square sense and with probability one.

In what follows, the regression function is used as the derivative of a criterion
function so that finding the root of the derivative yields the minimum of the criterion
function. By selecting certain criterion functions, it is possible to develop learning
algorithms for deriving the weight vector for a linear decision function.

Let the criterion function be

J(wx) = E(f(w,x)), (7)

where f(v,x) is a random function, by which we mean that at every point (w,x), f is a
random variable. The minimum of J(w,x) can then be found by finding the root of its
derivative. Let

g(v) = 6E(f(w,x))/6w = E(6f(W,x)/6w) = E(h(w)). (8)

Then substituting into (3), the wO that yields the minimum of E(f(w,x)} is found using

w(k+l) - A(k) - ak[6f(vwx)/6w]ww(k). (9)

One possible criterion function is formed by letting

f(wK)= r(x)-w Tx, (10)

where r(x) is a random variable to be defined later. Then, by substituting

h(w) - gf(w,x)/6w = -xsgn(r(x)-wTx) (11)

into (9), the minimum of J(v,x) is found using

w(k+l) = w(k) + akx(k)sgn(rfx(k)]-wT(k)x(k)). (12)

The sequence (w(k)) found using (12) converges to the wo that gives the beat estimate of
r(x) by the product wTx in the sense that E Ir(x)-wTxI) is minimum. Stochastic iterative
approximations such as (12) are generally slow to converge. One suggested method for
increasing the speed of convergence is to increment ak only when r[x(k)]-wT(k)x(k) changes
sign.

Another possible criterion function is formed by letting

f(w,x) - [r(x)-wTx]
2
/2. (13)

____
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Then, by substituting

h(w) - 6f(w,x)/Sw = -x(r(x)-wTxl (14)

into (9), the minimum of J(w,x) is found using

w(k+l) = w(k) + akx(k)(r[x(k)]-wT (k)x(k)). (15)

The sequence Iw(k)) found using (15) converges to the wo that gives the best estimate of
r(x) by the product wTx in the sense that E( [r(x)-w X]

2
) is minimum, i.e., the least squares

estimate.

The random variable, r(x), is called the random classification variable. The
definition chosen for r(x) depends on the objectives one hopes to accomplish by using (12)
or (15). In the application to the ACTS order-wire problem to follow, r(x) will be defined
in two ways.

3.2 Training and Testing Data

Fading data are required to test the learning algorithm approach. The data available
to the author were measured on a 1-km, line-of-sight path in Hilo, Hawaii. The data
consisted of RSL at 28.8 GHz and rain rate recorded once each second from March through
September 1988 (7 months).

These data were used to simulate fading due to rain on a ground-to-satellite path at
20 and 28.8 GHz. Rain's domain in the atmosphere is approximately from the freezing layer
(zero degree isotherm) height to the ground. A typical value for the zero degree isotherm
height is 4 km. A slant path to a 4-km height with an elevation angle of 67 degrees would
have a projection on the ground of 1-km length. The slant range of the path would be about
4 km. Fading at 28.8 GHz due to rain on this hypothetical slant path can be approximated
by multiplying the fades measured on the 1-km path by four. Assuming that attenuation by
rain is approximately proportional to the square of the radio frequency, fading at 20 GHz
on this hypothetical slant path can be approximated by multiplying the measured fades by
two.

The simulated data were broken into two parts, a training set and a testing set. The
training set was taken from the first 3 months of measured data and consisted of only
those hours in which the signal faded by at least 3 dB. This data set contained 871,951
seconds, 39 percent with rainfall occurring and an accumulated rainfall of 551 mm. The
testing set was taken from the 4 months and consisted only of those hours in which rainfall
was measured. This data set contained 2,625,307 seconds, 25 percent with rainfall
occurring and an accumulated rainfall of 845 mm. Each hour of data was normalized so that
the average, unattenuated RSL was at 0 dB.

At any one second, the current and past values of the RSL can be used to make decisions
about future values of the RSL. The notation to be used for these signal levels is as
follows. At the current time (decision time), the RSL is X0. The RSL measured n seconds
before the decision time is X-n and the RSL that will occur n seconds in the future is Xn-

4. RESULTS

Several algorithms for deciding when to boost power on the 20- and 30-GHz links were
tested using the simulated slant path fading data. For the 20-Glz down link, one trivial
and two intuitive algorithms as well as several pattern recognition algorithms were tested.
The best performing intuitive algorithm and best performing pattern recognition algorithm
for the 20-GHz down-link problem were also tested for the 30-GHz up-link problem.

4.1 20-GHz Down Link Problem

It is planned that the satellite will be able to boost power by about 10 dB for the
duration of the dwell time of the spot beam to overcome fading at a particular ground
station. The boost in power is planned to be used when the signal fades by 3 or more dB.
The problem can be formally stated as the need to decide whether or not the RSL 1 second
in the future will be below -3 dB. In the test data set, this condition exists about
1 percent of the time.
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Zero-point orediction

One approach to the decision algorithm would be to simply randomly boost power for some
fraction of the time. No information about the signal level would be used. This will be
called the zero-point prediction because no data points are used. The results of applying
this approach to the test data are shown in Figure 2. A miss is a 1-second data point
for which the algorithm should have decided to boost power but did not. A false alarm is
a 1-second data point for which the algorithm should have decided n= to boost power but
did. These are the two types of errors that the algorithm can make. If the power is never
boosted, then there are no false alarms but the probability of a miss is about 1 percent
for the test data. If the power is always boosted, then there are no misses but the
probability of a false alarm is about 99 percent. By choosing to randomly boost power by
some fraction of time ranging from zero to one, various combinations of probabilities for
false alarms and misses between the above two extremes can be achieved, as shown by the
curve in Figure 2.

One-point Prediction

Another approach to the decision algorithm would be to simply take the value of the
last 1-second sample and compare it to some threshold, e.g., -3 dB, in order to decide
whether to boost power for the next data point. This algorithm can be written as

-X0-3 > t. (16)

If (16) is true, then the power should be boosted. The threshold, t, can be varied from
zero to achieve different combinations of false alarms and misses. Figure 2 shows the
performance of this algorithm with various values of t. For the test data, the algorithm
results in many fewer false alarms and misses than the random-boost algorithm. For the
best threshold value of t=0, the total error rate (number of false alarms, 660, plus number
of misses, 675, divided by the total number of test points, 2,623,023) was .000509.

This algorithm serves as a standard to which to compare the performance of other
algorithms. It is based solely on the persistence in the data, i.e., the tendency of the
RSL to remain the same from second to second. One would like to believe that it is
possible to develop an algorithm that can outperform simple persistence.

Two-point extrapolation

Yet another approach to the decision algorithm is to take the current RSL and the one
before it and, using straight-line extrapolation, predict the RSL 1 second in the future.
This prediction can then be compared to the -3 dB threshold. The prediction of the RSL
of n seconds in the future is given by

Xn = (X0-XI)n + X0  (17)

so that the 1-second algorithm can be written as

-X1-3 = 2X0 - X-1 - 3 > t. (18)

If (18) is true, then the power should be boosted. The threshold is again variable to
create a tradeoff between false alarms and misses as shown in Figure 2.

It should be noted that the two-point extrapolation algorithm does not perform as well
as the last-point algorithm (one-point prediction). For the best threshold, t-0, the total
error rate (1095 false alarms and 984 misses) was .000793. One would hope that the
additional information added by the second point would improve the prediction. The fact
that the extrapolated prediction is worse than the last-point prediction can be explained,
however, as the result of noise in the data. This noise results in the slope of the
extrapolation line sometimes deviating to extremes above or below appropriate values,
amplifying the noise in the prediction, so that the average prediction error is actually
increased.

Two-point learning alaorithm

In the classical approach to pattern classifiers for the two-class case, the value of
the random classification variable, r(x), is determined by the class membership of x. In
the case presented here, the augmented pattern vector, x, is (X0 ,X_I,1), and the value of
r(x) is I if X1 is less than -3 dB and -1 if XI is greater than -3 dB. Thus, r(x) is I
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if the power should be boosted and -1 if the power should not be boosted. The algorithm
given by (15) then converges to the weight vector, w - (W0 ,W1 ,W2 ), which results in the dot
product of v and x being the best estimate of r(x) in the least-squares-error sense. The
decision algorithm is then based on comparing the dot product of v and x to zero. If the
dot product is greater than zero, then the power should be boosted. If it is les than
or equal to zero, the power should not be boosted. by again introducing a variable
decision threshold, the decision algorithm is given by

VTx > t. (19)

The algorithm given by (15) was applied to the training data, and after more than
20 million iterations the resultant weight vector was (-.1057,-.1051,-1.003). The
performance of (19), when applying this weight vector to the test data, was slightly worse
than the last point algorithm given by (16). The results are not shown in Figure 2.

The r(x) selected according to the classical approach is not well matched to the dot
product used to estimate it. The RSL is nearly zero for most of the time that r = -1 and
varies widely from around -3 to -10 dB and lower when r=l. It is difficult for the
algorithm to estimate r(x)-1 by wTx when the signal level varies over such a wide range.

A better match between the random classification variable and the pattern vector could
be achieved by selecting a different pattern vector in the feature extraction process or
by selecting a different random classification variable. The later alternative was
explored.

The random classification variable was given the values -1 for no power boost and 10
for the power boost case. After running the algorithm given by (15) on the training data
for more than 20 million iterations, the resultant weight vector was (-.5969,-.5921,-
1.188). When using this weight vector, the algorithm given by (19) performed slightly
better than it did for the weights found for the r=-1,l case.

An even better random classification variable is defined by r(x)-X 1. In this case, the
dot product of w and x is used to estimate the next value of the RSL. This is a good match
between the random classification variable and the pattern vector and ultimately resulted
in the best two-point prediction algorithm. It also has the advantage that if the
threshold at which the power is to be booSted is changed, the same weight vector can
continue to be used, while for the previous classification variables, the training
algorithm would have to be reapplied to find the new w.

The decision algorithm for this latter classification variable consists of comparing
the dot product estimate of X to the power boost threshold of -3 dB. In its more general
form, the decision algorithm is

-x1-3 = -vTx- 3 > t. (20)

The training algorithm given by (15) in this case resulted, after about 20 million
iterations, in the weight vector (.5061,.4933,-.0008). When the decision algorithm given
by (20), using these weights, was applied to the test data, the resultant performance was
marginally better than the last-point prediction algorithm as can be seen in Figure 2.
For the best threshold, t-0, the total error rate (581 false alarms and 707 misses) was
.000492.

It should be noted that the RSL is very tightly distributed about the -3 dB threshold
for all the false alarms and misses. If fact, if only misses with the RSL less than
-3.3 dB are considered as errors (result in an outage), then the error rate was only
0.000004. Thus, the desired availability of 0.99999 can easily be attained by the decision
algorithm if a small margin is provided between the decision threshold and the outage
threshold. This result, of course, depends on the transmit power boost being large enough.

It is logically required that the optimum weights for u two-point algorithm produce
equal or better predictions in a least-squares-error sense than a one-point algorithm.
When the performance of the one-point and two-point algorithm are compared for the training
data set, it is found that the two-point case (1414 total errors) does indeed perform
slightly better than the one-point case (1526 total errors) by about 7 percent. However,
for the test data set, the performance increases by only about 3.5 percent. This decrease
in the performance is caused by differences in the training and test data sets. Therefore,
although the weights are optimum for the training set, their performance is somewhat
suboptinum for the test data set. This means that the weights of the two-point prediction
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algorithm must be very finely tuned 
to the data base in order to significantly 

outperform

the one-point predictions. Thus, in practice, the two-point predictions are only

marginally better than the one-point 
predictions for data not used for 

the training.

Ten-ooint learning algorithm

The training algorithm given in 
(15) was used to find the weights 

needed to predict

the RSL by estimating r(%)=X1 using the previous 10 values of the RSL. The augmented

pattern vector was (X,-,_.j. X..9 ,1). The resultant weights after more 
than 20 million

iterations were (.1544,.1377,.l242,.1126,.1017,.0912,.0817,.0730,.0650,.0570,-.0010).

When the decision algorithm (20) was applied using these weights, 
the results were

only slightly better than those of 
the two-point extrapolation algorithm. 

Again, it would

be expected that better predictions 
could be achieved using 10 data points 

than using only

1 data point. However, it seemed that the learning 
algorithm was converging much slower

when 10 weights were being found 
than when only 2 weights were needed. 

After more than

67 million iterations on the training data set, the weights were

615 1429 .1278,.1143,.i021,.0902,.0794,.0694,.0603,.0512,_0007)
. When these weights

were used in the decision algorithm, 
the results were better than when the 

weights found

after only 20 million iterations were 
used, but the results were still significantly 

worse

than for the one-point 
algorithm. The convergence may be 

so slow for the 10-point 
case

as to be impractical.

4.2 30 GHz Up Link Problem

It is planned that the ground stations 
will be able to boost power in steps by up to

13 dB to overcome fading. For the purposes of the study reported 
here, a step size of 1 dB

will be used. The power boost would be used when 
the RSL fades by 5 dB or more. The

problem can be formally stated as 
the need to decide whether or not 

the RSL 1 second in

the future will be below -5 dB and 
if it is, then the transmit power should 

be increased

by the appropriate number of whole 
decibel steps to keep the signal level 

above -5 dB.

In Figure 3, the sample cumulative 
distribution of the test data set 

at 28.8 GHz is

shown. Also shown in the figure is the cumulative distribution when the last-point

prediction of RSL is used to determine the amount of ground station transmit power

increase. The decision algorithm gives the amount 
of power boost,PB , as

0, if X0 is greater than 
-5 dB.

PB 
( (21)

integer part of (-4-X 0),if X0 is less than 
or

equal to -5 dB.

As can be seen in the figure, determining 
the power boost from the most recent value of

the RSL works well and decreases the amount 
of time that the RSL is below -5 dO by a 

factor

of five to about 0.004, which is the fraction 
of time that the distribution without any

power boost is below -13 dB. Because of the large amount of rainfall 
included in the test

data set, about one order of magnitude 
less outage time would be expected for 

a typical

climate, so that if the fade margin is such 
that an outage occurs when the RSL is less 

than

-10 dB (10 dB below median signal level), 
the outage time would be about 0.00015 giving

a reliability of 0.99995. This is almost the level of performance desired. The

reliability does not seem to be limited by the performance of the power 
boost decision

algorithm but by the amount of power 
boost that is available.

The amount of power boost given by the 
learning algorithm predicted RSL is

0, if wTx is greater than -5 dB.

PH . integer part of (-4-vTx), if X0 is less than or 
(22)

equal to -5 dB.

The resultant cumulative dis;ribution of 
RSL when this algorit'm is used with a two-point

pattern vector is Wt shown in Figure 3 because it is so similar to that of the last-point

algorithm given in (21).
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5. CONCLUSIONS

The results presented above show, at least for the particular test data used, that the
single last value of received signal level (RSL) is nearly the best predictor of the next
value of RSL, at least for the restricted class of algorithms based on the prediction of
RSL from linear combinations of past RSLs.

At first thought, these results seem to indicate that the RSL can be conceptually
thought of as being composed of two components. One component is caused by attenuation due
to rainfall and its value changes so slowly compared to the 1-second sample rate that the
most recent sample very closely approximates the next sample's value and therefore
additional past samples contain very little additional information. The second component
is noise-like and cannot be predicted by any number of past samples. Thus, the last-point
prediction (decision) algorithm is nearly optimum. The sample of test data shown in
Figure 4 visually supports this conceptualization of the data.

Perhaps more accurately, however, the RSL can be thought of as composed of three parts,
as given by

Xrsl = Xrain + Xscintillation + Xnoise .  (23)

The part caused by rain is slowly varying and is 0 dB most of the time, but sometimes can
decrease up to tens of decibels. The scintillation part caused by turbulence varies about
0 dB by up to a few decibels. The noise contribution varies fractions of a decibel about
0 dB.

When the data used in this analysis were scaled from the 1-km path to simulate a slant
path, the multiplication left the relative amplitude of the scintillation and noise
components unchanged. However, on a real slant path, the scintillation component will be
determined by the longer path while the noise will be determined by the radio equipment
and may be even less than in the 1-km path data. Thus, significantly different relative
amplitudes will probably exist on operational slant paths. This is important because,
while the noise component is not predictable, the scintillation component may be partially
predictable so that a two-point prediction may perform better than a one-point prediction.

When an optimum prediction is subtracted from the data, the spectrum of the resultant
difference is white, i.e., flat. If it is nonwhite, there is still information left in
the data that can be removed by prediction. For many years, first differencing has been
used to "whiten" scintillation data, i.e., by subtracting the previous value from the next,
the spectrum is made nearly white. Therefore, even with larger, relative scintillation
amplitudes, a one-point prediction algorithm may be close to the best. A two-point
algorithm may always be only marginally better, even after a long training period. A
nonlinear feature extraction may be required before a one-point prediction can be
significantly improved upon.

studies into the temporal statistical properties of fading have been conducted by R.M.
Manning of NASA's Lewis Research Center (private correspondence, April 14, 1989). Those
studies, and an extension of those presented here, should be continued in an effort to find
a method better than simple persistence. However, it is likely when ACTS is launched that
last-point algorithms will be the best that can be used until possibly better ones are
developed based on the experience at each ground station.

The results presented indicate that a one-point algorithm should be sufficient to
provide the desired availability of 0.99999 if the available power boost is sufficiently
large and a small margin is provided between the decision threshold and the outage
threshold for RSL.
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Figure 1. A diagram of the general pattern recognition problem.
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DISCUSSION

D. YAVUZ, TUR

A linear metric is suitable for data whose underlying statistical behavior can be
modeled by a first order Markov process. Perhaps a different metric and/or maximum
entropy type estimation algorithm might give better results.

AUTHOR'S REPLY

The author has not examined whether or not the data can be modeled by a first order
Markov process. It is an important question. The advantage of using the pattern
recognition approach is that other data such as rain rate gauge and radar measurements
can be easily incorporated into the decision algorithm.
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Abstract

In the first part of the paper (sections I to 6) a self-contained method of estimating the critical freqmeucy and the height of the ion-
osphere is described. This method was implemented in the computer program FTZMUF2. The accuracy of the method tested against
the CCIR-Atlas (Report 340) yielded an average difference of less than 0.1 MHz and a standard deviation of 2.3 MHz.

In the second part of the paper (sections 7 to 13) the FrZ HF feld-stretngth prediction method is described which is based on the
systematics found in previously measured f l-strength data and implemented in a field-stronth formula based thereon. The accuracy
of the method -when compared with about 16,000 measured monthly medlans contained in CCIR dat bank D- equals that of man-
frame computer predictions. The average difference is about 0 dB and the standard deviation is about I t dB.

A diskette (5 1/4-, 360KB, MS-DOS) with the source code and the compiled programs is available from the authors upon request.

I. Introduction

CCIR-Report 340 - the CCR Atlas of Ionospheric Characteristics - contains the ionospheric characteristics in two alternative forms:
the "coeffmciets of the numerical mapping functions of the ionospheric parameters for use on computers, and the "charts which
were computed from the coefficients for users not having access to a computer (I).

The Atlas contains 98 numerical coefficients for foF1 and 441 coefficients for M(3000)F2 for each mouth and for two solar epochs.
The storage requirement is (988 + 441) * 12 * 2 = 34296 coefficients. All coefficients ar used in any set of calculations. The co-
efficlents are stored as 9 byte per coefficient resulting in a total storage field of 274 KByte.

Alternatively, a grid-polt method based on tabular values was suggested which requires spatial and temporal interpolation. This ap-
proach, giving a data accuracy commensurate with the CCIR representations, involves storage of values every 5 degrees of latitude
and longitude for each two hours. This calls for a storage field of 3.1 MBlyte.

The large storage capacity seeded for the grid method led to the proposal that a procedure based on numerical coefficients be imple-
mented for micro-computer evaluation (Banks at aL, 1993).

A completely dferent approach, however, was applied when the program MINIMUF (3,4 -) war developed, a procedure for calcu-
Lting the MUF (aximua usle frequency) by means of a simple mathematical model of the ioos 1 This procedure was coded
in BASIC for use on personal and home computers, requiring only 3.6 kByte of memory.

2. Accu y of MINIMUF

Some authors, however, found that the accuracy of MINIMUF Is iatdifitient when compared with measured MUFs and with a ma-
inframe computer MUF prediction (Cansea and Fox, 1915). According to that publication, a mean error of-2.5 MHz and a standard
deviation of 6.3 MHz reut, when MINIMUF-predicted MUFs are compared with about 15000 measurements of 8 ionosoades, Tib
authors of MINIMUF claim a standard deviation of only 3.8 MHz when MINIMUF-predicted MUFs were compared with 785
meaured MUFs obtained on oblique paths of different lengths.

In the cowse of the work described in the present paper, MINIMUF was compared with the CCIR-Atlas (CCIR, 1986). This re-
presents the Internationally agreed basi, recommended by the ITU for the calculation of HF radio propagation predictions.

Tbe prime reason for a sufliclently accurate method of determining the ionospheric parameters is the growing demand for worWi We
red field-strength predictions. A comparison of MINIMUF with the values obtained from the CCIR-Atlas was made in the fol-
lowing way

MUF(3W0)-values for each point of intersection between the latitudes of 0, + /-to, + 1-20, + /-30 etc. degrees (19 numbers) and the
longitudea of 0, 30, 60 etc degrees (12 numbers) were calculated for 24 hours of the day, for 12 months and 2 sunspot numbers,
yleldingatotalof 19 12 24 12*2 - 131,32Avalues, which is a muchlarger sample than that used by(Roset al., 1979) and
by (Carman and Fox, 19115)

The average difference L(MINIMUF - Atlaa)/n amounts to 1.0 Mlz, indicating that MINIMUF overestimates the MUF(3000)
by that amounm. The standard deviation

1 (MINIMUF - Atka) (2 T (MINIMUF - Atlas))
2

RMS..a
a-i

amots to abot 4.4 Mft a value simlar to the 3.U MIz statd by the anthe of MINIMUF. It wan shown (Diadl and
Smnman, 1989) that mt of the deficiencies mpoetd by (Casama and Fox, 1915) ae confirmed, although the magnitude of the
oerr nem to be Nmder in the present comparison. It is particularly do whether or not any meaningful systematc laitudkia
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variation can be detected with the Unitd nmer of observatione used by (caromn and Fox, 19M3. Figure I showe a histogram of
the aitrutime of d0lferes between MINIMUF- and CCIR-prediedm MUF(3000). The Wing number of caes alere the dilerm
iaseter than 10 MHz is obvious.

3. A MUF estimation of improved accuracy (FT'ZMUF2

The sare resuts demonstrate thet MINIMUF, the widely-known MUF prediction for mIcro-computer uon tacks accuracy. mal gave
rime to the development of a method of basproved accuracy, but nrerthelas mal for small computers.

The approach chosen is a gr-po*n method, where the vakue between the grid points a obtained by t1interpolation. After many
train and comparsons with the CCIR-Atlas, a simuple table was obatabine which contains the 24 hecall-time values of foF2 for 0, + /-
20, +1/40, and + /-60 degrees geomagnetic latitude. Theose values were taken from the CCIR-Atias, calculated for just those grW
points. There is no local-time dependence for the latitudes of + 90 ad -90 degrees sand hence only one number for each Pole Is taken
in account 'nhe table with the Maus for March, June, September ad December and for two solar epochs (sunspot numbers 0Band
too), comprises 761 nmbsers; only. Actually, each of the 768 numbers In the table is is an artificial Merger of both, the value of the
macthee and the corresponding value southern hemisphere In order to save immry space.

foF72-ralues for the eight Months not contained In the table can be obtained by intetpolation. At fist, this led lo an unacceptably large
error, the linfluence of which was eliminated by means of an additional tabl correcting the between the values for the interpolated
meniho end the values In the CCIRAtlas. Similarly, another table with only %6 values (24 hours, 2 latitudes, 2 sola epochs) and a

csutis al withs 20 vaises iwes set up for calculating M(3000) All these numbers am compiled In a fl VFTZMUF2.DAw
which is the only data source required by the present method in order to calculate the ionosphaeric characteristics.

The MUF(4000), which is aed In propagation predictions, is calculated from foF2 and M(3000) an (CCIR 1996b):

MUF(4000) - 1.1 -foF2 - M(3000)

In applying the tables VIZLMUF2.DAT, the procedure to obtain a certain MUF-value for a given hour (in UTC), month, location
and sunspot number Is as follows:

1. calculate loa timt,
L. cheap month when n southern hemisphere,
3. determine geomagnetic latitude,
4. look up FoF2 for the nearest two latitudle belts and the two

-u -ots
&. Interpolate for latitude and month (including the correction),
6. interpolate for sunapot number, and4
7. calculate M(30010) and MUF(4000).

4. The computer program 'FrZMUF2? and its accuracy

In order to performa the necessary calculations for estimating FoF2 and M(3000) for any location on the earth, a computer program
named VIrZMUIF2 was written (Damldt sand Stlsmann, 1988). The language used was Microsoft Basi &Wd the program runs
nder DASICA as well as nder GWDASIC. The programs requires L.7 KByte memory, including code and tabes This as twice the

mmry required by the MINIMUF code. Computing time for the 24 hourly values of foFZ M(3000) and MUF(4000), however, it
approximately only haff of that required by MINIMUF.

The accuracy of FrZMUF2 was tested by applying the soe method of comparison as described shove for MINIMUF. 131,328 ra-
huem for MUF(3000) were computed usin the CCIR-Atlas and FrZMUF2, The average difference E(MINIMUF - Atlas)/n amounts A
to Merely -10 MHz. The standard deviation is 2.3 MHz which is a substantial Improvement upon MINIMUF. Figure 2 depicts the

~ormof the diusibution of differences between VrZMUF2- and the CCIR-predictad MUF(3000)-vaiues.

It shall be mentioned, that besides calculating the median values (50%-values), the program alOn allows the calculation of 10%- and
901%-values of f9F2 and M(3000) by applying a simsplification of the distribution given in (CCliR, 1986b).

S. Input parameters for VTZMUF2

The comusleter program asks for the following input parameters to he speciflokd
g eographical latitude and longitude (North and East positive,
South and Weet negative) eg. the coordinates for Darmstadt am entered am 49.8,66
*Meath (Jan - 1, Feb - 2 etc),

*percentage of tie wanted (10. 50 or 90).

6Oupu parameters of FrZMUF2

The program outputs a table of the 24 hourly values of
W .2,

*M(3001) snd
*MUF(4000)

for the specified peetag of time.

7. VIZ HF predictionmoe

l1m ViZ filM-strimiltb prediction Method Involves four basic stept:

-domreethes of the basic MUF (m program m~rMUF2)

-demertas of the lowper freqency "t ILan

The dails of thes eape a ac d in the folowag csen.
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& Determintion of the basic MUF and the elevation angle

A control-point method is applied to determine the basic MUF for oblique paths of length D. For single-hop pat (for E-Iayer less
than 200 kmn, for F-layer les thai, 4000 kin) the control point is at the path midpoinit. For multi-hog paths the a 'trot paints ane
the endpoints of the first and last hops,

For long circuits. particularly for paths through the aurora[ zone, it has hetas found necessary to take into account a third control point
at the path midpoint. Therefore, three control points are considered for multi-hap circuits.

The hop length is calculated by divid~g the great circle distance ito hope of a maximum length of 2000 km for the K-layer a into
hogs of a maximum length of 400 ksm for the F2-layer propagatin. The elevation angle Is determined for the given bop lengh and
a reflection height of 110 km (E-inyer) and 300 kma (F72.inyer), respectively. If the elevation angles am helow the wanted mininmm
elevation angle the nmsber of hoe is increased by one ant the calculation of elevation angles is repeated until the wanted minimum
elevation angle is exceeded.

The 24 hourly values of the F2-Iayer (F2(4000)MUF) are determined in the subprogram PT ZMUF2 descrbed in therst pad of ths
paper. These 24 hourly values are converted into the F2 basic MUF by:

F24D)MUF = F2(4000)MIJF -FD

with FD= ((((((-6.713 10Farc + 4.49210-7) Farc _ 9.9g6. l0-) Far, - 6.965-10-5) Farc
+ 9.202-I10) Fare + 0.002265) -Fare + 0.004699) Fare

where
Fare F2-hoplength in radians

The critical frequncies f, (E) for the E-Layer are determined as followvs (Rawer 1953):

fc(E) = KEa- csX

KE = 2.25 + 1.5 cos + (0.01 - 0.007 cos qo) R12  (MHz)

a = 0.21 + 0.12 cosp + 0.0002 R12

where
i2-12-month running am of the sunspot number

X - sun's Zenith angle

,p= geographical latitude.

The 24 hourly, values of the E-leyer (E4D)MUF) are determined by:

E(D)MUF - f(E) -5 4

with Ki, = ((((((-4.368- 10~ -E. + 1.335.l10-r) -Eire - 5.9r7-104) -Earc + 0.100265) Ear
-0.00503) Enrc + 0.03761) KEarc- 0.01332) -Euc + 0.=0K

where
Rare - E-beoplenth In rans.m

The basic MUF for she whale cisiti chosen by taking the higher value of the E- or F2-MUF for eachi control point and then taking
the lowes value of all three coto paints.

9. Detershallon of the upper frequency limit. f.e

The basic MUF denotes the highest frequency that can he propagated by a particular mode between specified terminals by lenoophesic
collectin.However, expiencebaa shown that reception in possible above the basic MUF. The receiving field strength does not ah-
raptly fail off when the baskc MUF in exceeded (Damholdt and Suesamana, 1976). The field strength deres gradually with in-
creasing ftequency, theaces the -operational MUF- Increases with increasing transmitter power. In maoat cases the operational
NIUF can be substantially higher than the basic MUF. This in the consequence of several usechanisms which are nom taken into ac-
countby prodit1 tacbhiqus basedon theoetcalcosderationsof effetivepropagatonmodes.The efficienyofIhesemochnLsum
icreases with Increasing beamwidth of the tranuanitting and receiving atnnas.

Siace - at present - it is not possible to quantitatively determine, all Influences by adequate formulae an empirical correction factor K
is appled to each of the aforementioned 24 hourly values of the bak F2(D)MUF in order to yield the 'uppIer frequency lhiir le
(wich here is a special case of the 'operational NIUF" as defined in (CCIR, 1976).

IN K* fg Cr

f, apper frequency ibait for a transmitter power of I MW erp. and a receiving
field strengt of I pV/w (or I kW e.r.p. ant 30 di below I pVjin),

hourly value of F2(D)MUF,
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D : ground rane between terminals, km

for local o of the respective control point,

ls , minimum value of the 24 borly values of F2(D)MUF,

C, 2- (,_D _2 (for m ,raf =4M M ) o fr ,m

C 72kD S (fricis 0k) or I (for circuits > 4000 km)

W, X, Y: coastats

The constants W, X, Y are chosen empirically, they depend on the geographical position of the radio circuit To a certain degree they
take into account the influences on propagation by the auroral zone and the geomagnetic equator. For east-wes and north-south paths
the numerical values of these constants are shown in Table I.

Table : Empirical values for W, X. Y

W X Y

east-west 0.1 1.2 0.6

north-south 0.2 0.2 0.4

Values for circuits which are not exactly east-west or north-south are obtained by linear interpolation of the numbers in Table I de-
pending on the bearing at the path midpoint.

The variability of the first two terms in the formula of the K-factor represents the ratio of the hourly value of the basic MUF fI to
the noon value fI and to its reciprocal value, respectively. The term with the coefficient X describes the increase of the K-factor
from day to nighT-[owever, since the K-factor has to reach a certain value during daytime, the term with the coefficient W is added.
It counteracts the term mentioned first. The last term with the coefficient Y varies with the ratio of the minimum bask MUF fmi,
to the noon value f.. and expresses the variability of the K-factor from winter to summer.

The physical ideas behind the formula for the K-factor are as follows: The dynamics of the ionosphere manifest itself in the diurnal
and seasonal variations of the basic MUF. On the other hand ionospheric irregularities become the more apparent the more the
height of the F-layer increases and its critical frequency decreases. Consequently, the highest value for K is obtained in winter nights
when the basic MUF values are at their lowest.

10. Determination of the lower frequency limit, fL

After the upper limit of the transmission frequency range has been determined the ionospheric absorption is computed which influ-
ences the lower limit of the transmission frequency range. Towards the lower frequency end of the HF-range the non-deviative D-layer
absorption plays a decisive role. Therefore, the lower frequency limit is calculated with the aid of the formula for non-deviative ab-
sorption

so E 1/--. (I + (Lo05 -Rj2)
L c

(f + fH)
2 

OS go

where

X : suns zenith angle,

S costant which comprises the basic values for the average
collision number and ionization density and the average
thickness of the D-ayer

9: angle of Incidence at the D-layer

t tmhe grof oency

N :Number of hope



51-5

The lower frequency limit IL ,whbch is defined here as the frequency where the field strength of a I MW transmitter is I paV/m (same
definition as for the upper frequency limit fM ) ,is now calculated as follows:

Cos =. X (I + 0.009 R12 )

fL = 5.3 9.5106 ]C o s .V D I n r
D.

where

Dp: oblique path length.

With the above formula for fL, the lower frequency limit is determined for the daylight hours. During the night the lower frequency
limit is assumed to be dependent only on the distance between transmitter and receiver.

fL.. 0 (- ) 2, MHz
300

For a distance of D = 3000 km the night-LUF becomes I MHz. As there is a certain lag between the time of sunset and the decrease
of region ionization, the decay from day-LUF to night-LUF is assumed:

- to last for three hours,
- to begin at double the night-LUF and
- to follow an exponential law.

During this three-hour interval the LUF is obtained as follows:

fL = 2fuL e-02t

After the upper and lower limits of the transmission frequency range have been determined, the next step is to compute the field
strength as a function of the frequency within the limits given by fmand fL-

It. Variation of field strength with frequency

Field strength recordlngs made by the Deutsche Bundespost for many years clearly showed a systematic variation of field strength
within the transmission frequency range such that the field strength steadily increases from the lower frequency limit to higher fre-
quenciea, following approximately an inverse frequency dependence. After a maximum value is reached the field strength decreases
steadily until it reaches the upper frequency limit. Already on the descending part of the curve - after the maximum - we can see the
basic MUF, up to which propagation by ionospheric refraction takes place. Above the basic MUF propagation by off-great-circle- and
scatter mechanisms occur.

As a consequence of these observed facts an empirical formula was developed by Beckmann (1965). This formula is based on the fol-
lowing expression for the field strength C which is vaild for the non-devuative absorption-

E = Eo (I-I-),
f 2

where E0 is the free-space field strength given by.

173 WO -4 dB ( sV/m)
D

with P as the effective radiated power (e.r.p.) in kW and D as the distance between transmitter and receiver in kn. In the case of P

- I MW, E becomes

Eo- (139.6 - 20 log D) dB (pVlm)

As the devlative absorption Increases with Increasing frequency, the term

has to be added to the above formula for F. Then a factor C has to be taken Into account to we
4 the conditions that E vanishes for

f = fL and f - fm

C-
I + ( k- )2
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The lleckmas formula for the variaion of field strength within the trasmision frequency range Is than obtained am

"= -2( + - ) 3)-0.0dB+ G, + FG + 10log(P) dB(pV/m)

Eo .. + f,, 2 -j7 f.

with FG= 10l g --- FG max. 15dB

D < =20 000 km: C A

D >20000km: C = 2 x-A

D >30000 kn: C = A- x

D-s

20 000 km

where

P = Transmitter-power in kW

Gt Transmitter-antenna gain in dli

where, again, E is the free-space field strength (in dB above I pV/m). In the above formula for the field strength, 30 dB are sub-
tracted because in practice the transmitter powers are normalized to I kW e.r.p. and the field strength therefore is 30 dB below the
value computed for 1000 kW.

For a more exact computation of the field strength the influence of the Earth's magnetic field has to be allowed for. In practice it has
proved to be sufficient to add the value of the gyrofrequency (about I MHz) to the frequencies f, fL and fps

It should be stressed that the Beckmann formula empirically comprises all different factors influencing propagation. Modes, polari-
zation coupling loss, blanketing and other phenomena are not dealt with separately as is the case in the analytical field-strength
prediction methods. These phenomena are partly contained in the values characterizing the transmission frequency range, namely in
Ifa

d 
fiM The empirically determined K-factor of the MUF computation comprises all other influences on the field strength not yet

termined quantitavely.

It has been pointed out (Damboldt and Sflssmann, 1985) that at short distances the operational MUF can be substantially higher than
fM ledf to higher fIwid strength than those calculated as above. This is taken into account by an additional correction factor, in-
creasing the field strength at frequencies above the basic MUF and at shorter ranges (up to 4000 kin). This correction factor is a
function of distance and of the ratio f/basic MUF. It is zero for distances > =4000 kin, thus leadin to the 'pure' long-distance
method as described above.

12. Input parameters for MINIF"Z4.2

As Input, the program requires:
asonth

*year
* sunspot number
* Tx-name
* Tx-coordlnates
* RX-ose
* RX-coordinstes
* TX-power
ST-ata ain (dBi)

* percentage of time
s- ort/o path
o tion for angle/mode output
m einimumn angl

" re qunde for which field strength is predicted (max. I1)

13. Output parameters of MINIFTZ4.2

The program calculate$ hourly valm of tbe basic MUF, the field strength at the basic MUF, the FOT (frequency of optimum traffic,
here taken as 90 percent or the banic MUF) and the field strength for up to I I frequencies. The program has the option to output
modes02 An elvation angi producing a simlar table as that for field strength. For each frequency and boor the number of hops,
whether E- or F- reflection occurs and the elevation anl (in degrees) are indkated. No modes and elevation angles ar given when
the correspoedlsg field strength is below -40 dD (I pV/m) or when the frequency is higher than the 10-percent basic MUF.



51-7

14. References

BANKS, P.H.T., B.H. MILLER, M.I. DICK and P.A. BRADLEY (1983) Storing of the CCIR reference maps
of ionospheric characteristics for microcomputer evaluation, CCIR IWP 6/1 Doc 244 (29 July 1983)

BECKMANN, B. (1965) Beinerkungen zur Ahhingigkeit der Empfangsfeldstirke von den Grame des
Obertragungsfrequenzberelcbies (Remarks on the receiving field strength as a function of
the limits of the transmissin frequency range), NTZ, Vol. 19, 643-655.

CARUANA, J. and M.W. FOX (1985) A critical study of the NOSC HF Prediction Aloritbins MINIMUF,
Technical Report I PS-Th85-07. Department of Science, IT'S Radio and Space Services Australia, June 1985

CCIR, Dec. 373-5 (1986a) Definitions of maximum transmission frequencies CCIR Geneva

CCIR, Report 340 (1986b) CCIR-Atlas of ionospheric characteristics, CCIR Geneva

DAMBOLDT, T. and SUSSMANN, P. (1976) Extending field strength predictio ns for short distances to
frequencies above the standard MUF. IWI' 611 Doc. 45. Translated from Kleinheubacher Berichte Vol. 19, 527-432

DAMBOLDT, T. and SOSSMANN, P. (1985) Proposal for MUF-dependent Ly and Lz-values, CCIR IWP 6/13 Doc 7 (1 April 1985)

DAMBOLDT, T. and SOSSMANN, P. (1988) A simple method of estimating iono spheric parameters foF2 and M(3000) with the
aid of a home computer. Technischer Bericht 445 TB 25 E, Decembher 1988 FEZ D43-DrV. P.O. Box 50100, D-6 100 Darmnstadt

RAWER, Karl (1953) Die lonosphire, P. Noordholf N.V., Groningen Holland, p. 176

ROSE, R.B., J.N. MARTIN and P.H. LEVINE (1978) MINIMUF-3: A simplified Hf MUF Prediction Algorithm,
Naval Ocean Systems Center, San Diego, USA, Technical Report TR 186, 1. Feb. 1978

ROSE, R.B. (198Ua) MINIMUF-3.5: Improved version of MINIMUF-3, a implifed i MUF prediction algorithm,
Naval Ocean Systems Center, San Diego, Technical Document TD 201, 26. Oct. 1978

ROSE, R.B. (1982b) MINIMUF: A simplified MUF-Prediction Program for Microcomputers, QST, Dec. 1982, p 36-38



Annex 1

HF-FIELD STRENGTH ESTIMATED BY MINIFTZ4.2

CIRCUIT . TEHERAN - NORDDEICH MONTH * APR. 86

LOCATION. 35.SN 51.3E 53.6N 7.1E SSN 7.

AZIMUTH . 314.6 DEG 102.4 DEG POWER 10.0 KW

DISTANCE. 3952 KM ANT GAIN. 12.0 DB

KNI-ANG.. 3.0 DEG.

FIELD STRENGTH IN D ABOVE 1 UV/M FOR 50 PERCENT OF TIME

UTC MUF DBU FOT 3.0 4.0 5.0 6.0 8.0 10.0 12.0 15.0 18.0 22.0 26.0

1 7.1 27 5.2 32 35 35 32 22 7 -11 ... ... ... ...

2 6.9 27 5.1 31 35 34 31 20 5 -14 ... ... ... ...

3 6.7 25 5.0 25 30 31 28 18 2 -17 ... ... ... ...

4 7.1 17 5.4 -13 6 15 18 15 4 -11 -40 ... ... ...

5 8.2 13 7.9 -16 1 9 14 9 -1 -22 ... ... ...

6 9.8 14 9.7 .,. -31 -9 4 14 14 8 -7 -27 ... ...

7 11.1 5 10.8 .. . .. . .- 16 -1 13 16 13 3 -13 ... ...

8 12.0 5 11.6 ... ... -21 -4 12 17 15 7 -6 -30 ...

9 12.6 16 12.1 ... ... -24 -6 11 17 17 9 -3 -25 ..

10 13.0 16 12.4 ... ... -25 -7 11 18 18 11 0 -21 ..
11 13.4 17 12.4 ... ... -24 -6 12 19 19 13 2 -18 ..

12 13.6 17 12.3 ... ... -20 -3 14 20 20 14 3 -17 ..

13 13.6 18 11.6 ... ... -14 1 17 22 21 15 3 -17 ..

14 13.5 19 10.0 ... -29 -5 8 21 24 22 15 3 -18 ..

15 13.1 21 9.7 ... -9 8 18 26 27 24 15 2 -21 ..

16 12.8 24 9.3 -2 17 26 31 34 32 26 15 0 -26 ..

17 12.1 25 8.6 16 28 34 37 36 32 25 12 -6 -34 ..

18 11.2 26 7.7 25 34 38 39 37 31 23 7 -13 ......

19 10.1 27 7.1 31 37 40 39 35 28 18 -1 -25 ... ...

20 9.2 27 6.6 34 38 39 38 32 23 11 -12 -39 ......

21 8.6 27 6.2 33 38 38 37 30 19 5 -20 ... ... ...

22 8.0 27 5.8 33 37 37 35 27 15 0 -28 ... ... ...

23 7.7 27 5.5 32 36 36 34 25 13 -4 -33 .........

24 7.4 27 5.3 32 36 35 33 23 10 -8 -39 .........

MODES AND ELEVATION ANGLES ESTIMATED BY MINIFTZ4.2

CIRCUIT, TEHERAN - NORDDEICH MONTH APR. 86

LOCATION. 35.SN 51.3E 53.6N 7.1E SSN * 7.
AZIMUTH - 314.6 DEG 102.4 DEG POWER 10.0 KW

DISTANCE, 3952 KM ANT GAIN, 12.0 DB

MIN-ANG., 3.0 DEG.

MODES AND ELEVATION ANGLES

UTC MUF MODE FOT 3.0 4.0 5.0 6.0 8.0 10.0 12.0 15.0 18.0 22.0 26.0

1 7.1 2F13 5.2 2F13 2F13 2F13 2F13 2F13 2F13 ...... ................

2 6.9 2F12 5.1 2F12 2F12 2F12 2F12 2F12 .... .... .... .... .... ....

3 6.7 2F12 5.0 2F12 2F12 2F12 2F12 2F12 .... ................ .... ....

4 7.1 2F12 5.4 2F12 2F12 2F12 2F12 2F12 .... ................ .... ....

5 8.2 2F12 7.9 .... 3E06 3E06 3E06 2F12 ........ ........... .... ....

6 9.8 2F12 9.6 .... 3E06 3E06 3E06 3E06 2F12 .... .... .... .... ....

7 11.1 2F12 10.7 .... .... 3E06 3E06 3E06 3E06 2F12 .... .... .... ....

8 12.0 2F12 11.4 .... .... 3E06 3E06 3E06 3E06 2F12 .... .... .... ....

9 12.6 2F12 11.8 .... .... 3E06 3E06 3E06 3E06 2F12 ..................

10 13.0 2F12 12.1 . ... ..... 3E06 3E06 3E06 3E06 3E 6 ..... ... .........

11 13.4 2F12 12.1 .... .... 3E06 3E06 3E06 3E06 3E06 2F12 .............

12 13.6 2F12 12.0 .... .... 3E06 3E06 3E06 3E06 3E06 2F12 .... .... ....

13 13.6 2F12 11.5 ......... 3E06 3E06 3E06 3E06 2F12 2F12 .............

14 13.5 2F11 10.0 .... 3E06 3E06 3E06 3E06 2F11 2F11 2F11 2F1l ........

15 13.1 2F11 9.7 .... 3E06 3E06 3E06 2Fl1 2F11 2F11 2F11 2F11 ........

16 12.8 2F11 9.3 2F11 2F11 2Fl1 2F11 2F11 2F11 2F11 2F11 2F11 ........

17 12.1 2F12 8.6 2F12 2F12 2F12 2F12 2F12 2F12 2F12 2F12 ............

18 11.2 2F12 7.7 2F12 2F12 2F12 2F12 2F12 2F12 2F12 2F12 .............

19 10.1 2F12 7.1 2F12 2F12 2F12 2F12 2F12 2F12 2F12 2F12 .............

20 9.2 2F12 6.6 2F12 2F12 2F12 2F12 2F12 2F12 2F12 .................

21 8.6 2F12 6.2 2F12 2F12 2F12 2F12 2F12 2F12 2F12 .................

22 8.0 2F12 5.8 2F12 2F12 2F12 2F12 2F12 2F12 ......................
23 7.7 2F13 5.5 2F13 2F13 2F13 2F13 2F13 2F13 .... .... .... .... ....

24 7.4 2F13 5.3 2F13 2F13 2F13 2F13 2F13 2F13 ......... .... .... ....
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Figure 31 Histogram of HINIFTZ4 predicted field strength versus CCIR Data Bank D1
count, 16268 mean difference. 0.0 dB standard deviation, 10.9 dB

DISCUSSION

C. GOUTELARD, FR
English Translation

The measurements you have presented show a standard deviation of 10 dB between modelled
and measured data. I assume that they include disturbed days. When it comes to

utilization, it is possible to correct the monthly values by using short term

forecasts. A system of this kind has been developped by the CNET in a study conducted

by Ms. Juy. Is it possible, for operational utilization, to include such data in your
model?

AUTHOR'S REPLY

The monthly medians (whether measured or predicted) are not influenced very much by
a small number of disturbed days. I don't therefore believe that the removal of

disturbed days would actually have any influence on the standard deviation of about

10 dB. Nevertheless, the main step to be taken in HF predict.on methods is certainly
the reliable forecast of disturbances.
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COMMUNICATION SYSTEM DESIGN

by

Detlev Borgmann and Dr Jiirgen Lindner
AEG Aktiengescllschaft

Radio and Radar Systems Group
Postfach 1730

Sedanstrasse 10
D-7900 Ulm/Donau

West Germany

SUMMARY

A basic requirement for the design and realization of modem HF data communication systems is the detailed analysis and

modelling of the transmission medium. The paper describes, how this analysis and modelling of the HF radio channel

influences the design of such data communication systems.

The first part of the paper is concerned with a description of the characteristics of the HF radio channel by parameters like
multipath and Doppler spread and its variation with time, short and long term statistics, variation of useful frequencies

with time and it gives a short introduction into modelling.

The second part of the paper then shows, in which way a modem system design can cope with the unwanted characteristics

of the transmission medium. As an example a system is presented, which is realized according to the open systems inter-

connection architecture proposed by ISO and in which the protocols of layers 1 to 3 are adapted to the medium HIP radio.

The third part of the paper describes details of an adaptive frequency management system with its operational require-

ments, the basic functions and the position within the communications system. The frequency management system is im-

plemented as a functional modul of a radio link processor, which is a part of the data communication system. The fre-

quency management system comprises the following features:

a) long term prediction and analysis

b) short term analysis with link statistics
c) channel monitoring with measurement of noise and interference

Some results of field test with this frequency management system are presentet.

1. INTRODUCTION

Modem HF communication system design offers the chance to cope with the known disturbing effects of the ionospheric
transmission medium. New techniques and equipment open this traditional long range communication medium to modem
data communication applications.

Some work was published in the past (see, e. g. /1/) but only a few papers deal with entire HF data communication sy-

stems /2/. On the other hand it is quite evident, that only the communication system approach, e. g. on the basis of the

ISO/OSI modell for the interconnection of open systems, can give satisfactory results.

The background of this paper is the design an the realization of a data communications system, which the German army in-

tends to introduce in the near future.

A basic requirement for the design of fast and reliable HF data communication systems is a profound knowledge of the HF

transmission medium and its disturbing effects. The following section is devoted to this topic.

2. THE HF RADIO CHANNEL

2.1 Disturbing effects

Figure 2-1 shows the first of three disturbing characteristics which affect HF radio transmissions: multipath propagation.

This means that a transmitted signal can reach the receiver via several paths at the same time. This effect is particularly

annoying if high-speed data are transmitted (e. g. 3 kbit/s), since a transmitted data symbol reaches the receiver, e. g. a se-

cond time, a few data symbols later, thus interfering the data symbol being received at that time. It was due to this effect of
"intersymbol interference" that conventional data transmission via HF radio uses signalling rates less than 200 baud

(typical 50 or 75 baud).
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The second disturbing effect is that the frequencies which can be used for transmission vary with the position of the sun

and solar activity. Figure 4-1 shows the typical profile of useful frequencies over a period of 24 hours. The most striking

feature is the 'narrowing" of the band at night. Only a relatively narrow frequency band can be used during night time. This
characteristic of the ionosphere has always meant - and still does - that the skill and know-how of the radio operator, as
well as careful frequency planning, is of decisive importance for conventional transmissions via HF radio.

The profile of the useful frequency band limits shown in this picture was determined with the aid of the ionospheric propa-

gation prediction program IONCAP* /3/. The input parameters for this program were the coordinates of the transmitter
and receiver (Flensburg and Ulm), the transmitter power (500 W), the antenna types (horizontal dipoles), the month (De-
cember) and the number of sun spots (200), as well as a required signal-to-noise ratio per Hz bandwidth (45 dB/Hz). The
profile predicted by IONCAP correlates relatively well with the situation in reality. Thus, such methods are suitable for au-
tomatic (on-line) selection of radio frequencies. This will be described in more details in section 4.

A third group of disturbing effects consists of additive interference. These include not only noise, interference, atmo-
spherics and man made noise, but mainly the interference caused by other HF radio users.

2.2 Modelling

The disturbing effects observed in reality are of time-varying stochastic nature. A statistical description leads to non-sta-
tionary stochastic processes, i. e. the statistical description is a function of time.

For a given radio frequency and a given bandwidth (e. g. 3 kHz) the multipath propagation and the additive interference

have to be modelled. Usually this is done in the following way:

a) modelling of short term variations:

stationary statistics (time invariant)

b) modelling of long term variations:

cyclostationary statistics (periodically time dependent)

Short term variations mean variations in the range of seconds or some 100 milliseconds. The Watterson model /4/ is a
very useful approach to model the short term variations of multipath propagation.

The upper part of fig. 2-2 is a description of the observations and the lower part shows the corresponding modelling accor-
ding to the Watterson model. The multiplicative complex pass band noise consists of two independent Gaussian noise pro-

cesses (i. e. Rayleigh statistics) with the following spectral parameters (each process):

- center frequency = Doppler shift
- bandwidth = Doppler bandwidth
- total signal power = square of ns-value

To model the entire multipath propagation some of those single path models have to be combined, with their individual
time delay and spectral parameters. Fig. 2-3 describes the resulting model for multipath propagation. Each of the complex
gain factors is controlled by two independent Gaussian noise processes which are also independent of the others.

One means to illustrate the resulting time-varying behaviour of multipath propagation is the so-called fadeogram - see
fig. 2-4. At the horizontal axis is the time in seconds and the vertical axis represents the frequency in kHz relative to the
HF center frequency. The grey-level r'presents the transfer function. White means good transmission, black means a fade
out. The first two fadeograms (upper part) of fig. 2-4come from a Watterson channel simulator (with two sets of para-

meters) and the other two fadeograms are taken from measurements on a 800 kin real HF link. Time-varying frequency
selective fading - that ist the counterpart of time-varying multipath propagation in the frequency domain - is obvious.

The parameters of the time-varying multipath propagation (i. e. number of paths, the individual delays, Doppler shifts,

Doppler bandwidths, rms values) are quantities which belong to the long term varying category.

For the additive interference a variety of signals are used for modelling: CW, noise, ASK, FSK, PSK, analog speech signals.
The special type and the power of the interfering signals can also thought to be long term varying.

Fig. 2-5 shows the short term model of the HF radio channel. It ist a very useful tool for the development of HF modems.

* INOCAP = Ionospheric.Communications Analysis and Prediction Program
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The long term variations (of the short term parameters) are commonly modelled in a very rough way. Neither the detailed
parameters of multipath or the type of interference are considered, only signal and interference (noise) power. This may

be justified as follows: if the data transmission method (i. e. the HF modem) has been designed properly, only signal and
noise power have an influence on data bit error rate. The dependence on the remaining parameters of multipath and inter-

ference can be neglected.

For given locations of transmitter and receiver, transmission power and antenna diagrams simulation programs like

IONCAP /3/ may be taken to predict average signal and average interference power at a given time of day, month, year.*

The dependence of these averages on the HF radio frequency is also predicted. With fig. 4-1 this dependence has been de-
scribed before.

3. HF RADIO SYSTEM DESIGN

3.1 Architecture

For the design of an HF data communication system the following aspects have to be considered:

a) the HF transmission medium and its influence on the service required

b) the required service and the operational requirements

A modern design approach has to leave only those activities to the user, which are really neccesary. To illustrate this, an
example will be considered in the following. This example is the transmission of telex messages trough an HF radio net-

work.

The approach is, to leave only the preparing of the telex message at the user side and to put all other activities into the sy-

stem, i. e. fast and error free transmission of the telex message to their destination address.

To have a transparent design, it is useful to take a model, with which the necessary functions and protocols to realize can
be structered. Fig. 3-1 shows the seven layer model of the ISO for the open system interconnection (OSI). This model will

be used in the following.

Fig. 3-2 shows, how the layers (or functions) can be connected with real equipment. Layer 1 comprises the HF modem and
the HF radio equipment, layers 2 and 3 are contained in the "radio link processor".

The functions and protocols of layers I to 3 depend on the HF transmission medium (a) above), whereas those of layers 4
to 7 do not depend on the HF transmission medium, but on the required service and the operation by the user. Layers 4 to

7 are the application specific layers.

In the following the specific functions of layers I to 3 are considered.

3.2 The HF modem

It is known that data transmission can be made as effective as possible only, if a transmission method is used, which is ad-
apt j. the channel an its actual properties. This means for the HF radio channel and the development of modems that
we need the short term model explained in the last section.

Because of the time-varying nature of the HF radio channel it is necessary to use adaptive methods at the receiving side.
The adaptation methods must enable the modem receiver to track every variation of the channel.

Some requirements must be met with a state of the art HF modem:

The bandwidth should be as small as possible

The envelope of the transmitted waveform should vary as little as can be
The average bit error rate should be as small as possible also in case of multipath propagation and strong interfe-

rence

averages are ensemble averages; practically they can be taken over different periods of the cyclo-stationary time
vang statistics; te period may be e. g. one 11 years sun spot number cycle. Usually the period is taken to be one day
and the remaining long term parameters (months, year, sun spot number, interference level) are input parameters
determined by the user of the prediction program.
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Th first requirement leads to linear modulation methods like PSK, ASK (generally QAM) and the second leads to single-

tone or serial transmission formats.

This is in contrast to conventional parallel-tone formats where 16 or more tones are modulated and transmitted at a slow

rate in a frequency division like manner. Here a loss in HF power of 8 dB or more must be taken into account.

The third requirement leads to coherent reception and to adaptive equalization at the receiving side. It ist known that the

decision feedback equalizer is well suited for multipath channels like HF radio. Decision feedback equalizers have been

used for data transmissiou via analog telephone circuits. In this case the methods for the equalizer adaption can be simple.

This is in contrast to HF, where fast and robust adaptation algorithms are necessary. Beside this a structure of data

transmission is required, which allows fast recovery after flat fadings (i. e. the entire input signal vanishes) or strong

interference.

Fig. 3-3 shows an example of features of an HF modem, which result, if all these techniques are applied.

Fig. 3-4 shows the bit error rate which results, if data are transmitted with this modem over a channel with time-varying

multipath and additve noise interference. To get reproduceble results, this transmission was made with the HF channel si-

mulator explained before. For comparision the curve for a conventional parallel tone type modem (39 tones) is shown too.

The obvious difference can be seen at low bit error rates: to get a bit error rate of about 10-3 
e. g. , the parallel tone

modem needs about 15 dB more HF power.

3.3 The radio link processor

On HF radio it is nearly impossible to have acceptable conditions on one frequency during all time. The frequency must be

changed from time to time.

There are some reasons:

the variation of the ionospheric layers in the course of a day (see fig. 4-1, long term variation)

strong co-channel interference
jam*ig

To cope with difficulties like these, usually a radio operator observes the transmission and changes frequencies if neces-
sary. Beside this, the operator is also responsible for link set-up.

Functions like these can be handled in a far more effective way by fast processors with properly designed protocols. A ne-

cessary pre-cnndition is, that more than one frequency is available. In the case of HF radio networks another aspect

becomes important: the most effective use of a common pool of frequencies assigned to the network, in order to maximize

the throug, put within the network. The pool of frequencies has to be managed like a bundle of transmission lines in a

telephone retwork.

In this way the radio link processor must have an internal "adaptive" frequency management, which takes into account a

wide variet, of parameters, e. g. actual error rate, HF propagation prediction, knowledge gained form previous transmissi-

onsoccupation by other network users, jamming. The adaptive frequency management is the basis for a proper automatic

selection of frequencies in any situation on the HF transmission medium and within the radio network. It will be described

in more d. i in section 4.

Beside the adaptive frequency management the protocol of the radio link processor plays an important role. Its task is to

manage the transmission of data packets under all conditions within the network and with respect to the transmission me-
dium. In every case it must act and react in such way, that the transmission task is performed as good as possible. To get

such a protocol a proper design is necessary and an extensive simulation of this protocol within the network - before being

implemented in the radio link processor.

This protocol uses the service of the physical layer (layer I, bit transmissior HF modem). To do this effectively the task of

layer 2 must be observed, i. e. data protection. In case of HF radio channels this layer 2 comprises techniques like FEC

(forward error correction) and ARO (automatic repeat request).

For HF radio it is very important to have a code which is able to correct random errors and burst errors equally well. The

Reed Solomon (RS) code /5/ is a very good approach - in theory and HF rvtdio praxis. The RS code is a block code, based
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on 8 bit symbols (not on bits like binary codes) and it can correct t erroneous 8 bit symbols (without regard to the distribu-

tion within the code word), where t is half the number of redundancy symbols. This is in contract to binary codes, where t is

less than a quarter of the number of redundancy bits.

Fig. 3-5 shows how RS coding improves the bit error rate. For a channel with only additive white Gaussian noise (WGN)

there is a sharp cut-off at about 9 dB. If the SNR is increased a little bit, practically no error can be measured any longer.

A similar behaviour can be seen for channels with frequency selective and flat fading.

The HF radio channel has a time-varying channel capacity, i. e. the maximum data rate which is possible depends on time.

To take care of this effect, the actual transmission rate must adaptate to the actual conditions on the channel. One means

to achieve this, is using ARQ. Most effective methods employ a combination of ARQ and FEC.

If layer 2 with FEC and ARQ is contained in the radio link processor, then it is straightforward to use code word lengths

and redundancy in a different way: seperate code words with great redundancy for control information and code words and

redundancy which are adapted to the data transmission task. For ARQ, e. g. it is sufficient to take about 25% redundancy

and for short control words 75% redundancy is a good approach.

75% redundancy means that 37,5% of the code symbols may be in error without effect on the transmission of the control

information. In a 3 kHz bandwidth this is equivalent to about 2.5 dB in SNR.

4. ADAPTIVE FREQUENCY MANAGEMENT

4.1 Principles

The main prerequisite to establish a satisfactory HF communication link is the choice of a useful frequency at a given time.

The task of selecting the best frequency according to the prevailing conditions is usually described by the term "frequency

management". Te main criteria which are used today by such a frequency management are

a) acceptable reliability with respect to ionospheric propagations conditions

b) required signal to noise or interference ratio (SNR)

c) tolerable dispersion (multipath effects)

A succesful frequency management depends upon the ability to predict and measure the above listed criteria.

Reference /6/ describes three different types of techniques for a frequency management:

I Predictions a) long term

b) short term
II Soundings

III Channel Evaluation

Long term rediction can be used to provide data for system planning, frequency assignment to groups of users and the

selection of frequencies with its seasonal, monthly and daily changes. With sophisticated propagation analysis programs

/3/ the prediction of different path parameters - operational frequencies (MUF, maximum usable frequency, LUF, lowest

usable frequency), path attenuation, signal to noise ratio etc. - is possible with reasonable reliability. Long term predictions

must cover a complete sunspot cycle.

Short term prediction involve measurements of currently prevailing inospheric conditions to update the long term predicti-

ons. With these update it is possible to take care of any anomalous propagation mechanism that might be present. Daily

forecast of typical parameters (sun spot numbers, critical frequency) are available from different "radio observing centers"
/10/.

With lundjng methods it is possible to measure propagation characteristics such as channel impulse response, signal

propagation delay and signal amplitude.

C provides information on the actual transmission like signal to noise ratio and data error rate, respecti.
vely.
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The three techniques listed above are different in complexity and effectiveness. The implementation in a frequency mana-

gement systems depends on the realisation effort.

The accarancy of long term prediction programs, supported by a permanent up date of actual ionospheric parameters, is

sufficient for most applications. Therefore they play an important role in todays frequency management systems /6,8/.

With off-line propagation analysis procedures it is possible to provide frequency selection data, which will guarantee a high

probability of a satisfactory link quality at any time. Typically, the useful frequency window in the MUF-LUF range is pre-

dicted on an hour by hour basis to find an optimum working frequency (OWF) see (Fig. 4-1, MUF-LUF range). With this

off-line method it is also possible to predict the expected SNR with relative accurancy if the necessary system parameters

are given. Long term prediction programs like IONCAP are available for use on PCs and they can also be integrated into

special radio link processors.

Despite of continuously refinements, propagation analysis programs have certain fundamental limitations. One of the main

limitations is, that effects of additve interference coming from other frequency band users are not included in the analysis

and prediction modeL To overcome the limitations in long-term forecasting techniqies, real-time channel evaluation me-

thods have been developed.

The second method to analyse the propagation medium is ionospheric sounding. The aim of inospheric sounding is to pro-

vide propagation characteristics such as channel unit impulse response, signal propagation delay and signal amplitude. Fi-

gure 4-2 shows a typical picture of an ionogram.

In conventional HF communication systems data transmission methods are used which cause intersymbol interference in
case of multipath fading. With sounding measurements a region of single mode propagation can be selected to avoid this

effect. This selection is usually done by a radio operator and because of the dynamic changes of the ionospheric reflection

this is without success in many cases.

Modem HF communication system use serial modems with channel equalization which use the multipath propagation in a

positive sense (so-called "implicit diversity"), only the SNR is important.

The system concept, described in the previous chapter, contains a transmission method with channel equalization. In this

case the frequency management concept does not require sounding strategies with respect to multipath propagation, i. e.

channels with multipath can be used for transmission as well.

The third method to determine the actual propagation condition is the real time channel evaluation (RTCE). In /7/ a de-

finition of RTCE describes that the main task consists in measuring appropriate parameters of the channel in real-time

and to derive of a numerical transmission model for each individual channel. With this model a qualitiy of each channel

can be derived and this can be used for frequency selection.

Many different forms of RTCE systems have been developed which use a variety of parameters. One of the generally used

parameters is the noise or interference level. This is particulary important, because in many cases interference is the limi-

ting factor of communication performance, rather than propagation effects.

The realization of an adaptive frequency management concept, based on an RTCE-procedure which involve measure-

ments of interference and bit error rate (BER) will be described in the next section.

4.2 Realization of an adaptive frequency management system

The adaptive frequency management system of the radio link processor described in section 3.3 performs different functi-

ons, active and passive, to provide the best frequency (OWF, optimum working frequency) at a given time. The criteria for
the frequency selection is the circuit reliability CR. The CR is defined in /8/ as the probability, that the expected SNR ex-

ceeds a required level, multiplied by the probability that the sky-wave path for the specified frequency exist, i. e.:

CR - qfqs/N 4-7

qf = fraction of days, during which a sky-wave path of a specified frequency is expected to be present

qSNR probability, that the actual signal-to noise ratio will exceed the required SNR.
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The actions within the realized frequency management consist of three steps which determine the CR as described before.

Figur 4-3 shows the basic functions of the frequency management with its three steps of channel assessment. A fun-

damental task in this assessment is, to distinguish how fast the individual interfering influence change on the channels. The

reaction times of the countermeasures have to be adapted according to these typical interference time pattern.

In the fi g a frequency sub-pool (SP) is selected from a main frequency pool (MP) by a hourly adaptation. The actual

limits of the usable frequency range are determined, as a function of the hour of day,the sunspot number, season, geogra-

phical location, distance. The adaptation of the frequency sub-pool to the progress of the day, can be archieved with relati-

vely high accuracy using long-term propagation prediction charts /3/. The result of the first step is a determination of a

frequency window according to the probability qf that the sky-wave mode is present. The frequencies are sorted in the sub-

pool table according to their suitability for a transmission as a function of FOT-MUF-HPF (FOT, optimum traffic fre-

quency, HPF, highest possible frequency) progress.

In step the frequencies of the sub-pool currently being used are continuously checked by a channel monitoring facility

to detect actual interference and accupancy by other users. The usefulness of the pool frequencies is examined by a measu-

rement of noise level. The result is entered into a channel monitoring table CM. In this table the frequencies are sorted ac-

cording to their lowest interference level and their distance to the FOT.

In the third go an active channel analysis will be used to estimate the link quality (qlink) of the operating frequency. Af-

ter establishing the link, the transmission quality is continuously monitored. With measurements of ARQ repetitions a link

statistic table (LS) is contructed. The result is an estimation of the actual value for qlink for situations associated with dif-

ferent link distances.

With these three steps as show in figure 4-3 the selection of the optimum working frequency OWF is possible. With the

combination of the three steps a modified circuit reliability CY can be defined (4-8)

CR (fi) = qFOT (fi) qlik (fi) 4-8
i = 1,2,0

qFOT (fi) = probability, that a sky-wave path for the frequency fi exists with the respect to the actual

FOT

qlink(fi) = probability, that the transmission quality of the frequency fi will exeed a required quality
(no. of ARQ repetitions)

,J

The criteria for the OWF is the maximum value of CR:

max {C (fi)} = CR (fOWF) 4-9

i = 1,20

In reference /2/ the radio link processor is described in which this adaptive frequency management is realized.

In the next section some results of field test with this adaptive frequency management are described.

4.3 Results of field test

In order to evaluate the performance of the implemented frequency management extensive field tests with a com-

munication system were carried out. The main feature, the automatic frequency selection procedure, was tested on diffe-

rent link distances. Trials were made in Germany with distances of 40 km, 80 km and 120 kr. In each case only the sky-

wave was present. Some typical results of these trials are described in the following.

In order to obtain results which shows the performance of the frequency selecting procedure, different measurements of

internal quantities of the adaptive frequency management system were made during the trials. The following pictures show

four different typs of results.

Figure 4-4.1 (distance 40 km) shows the interference level histogram of a specified frequency sub-pool (20 frequencies)

versus time of day. These noise levels were measured with the channel monitoring facility, which is a part of the adaptive
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frequency management system, As it is know for long time the noise level at day time is lower than at night time. As a re-

sult of many field tests, an average noise level of -100 dBm can be determined to get a succesful transmission.

Figures 4-5.1 and 4-6.1 show nearly the same noise enviroment during the test of other link distances and different days of

measurements.

As a result of Figure 4-4.1, the number of frequencies available for good transmission (taken from the hourly adapted sub-

pool), is shown in figure 4-4.Z 4-5.2 and 4-6.2. For the trials with 40 km and 80 km distances the sup-pool consist of 20 fre-

quencies at every time, for the trials of 120 km it contains only 6 frequencies. From this figure it can be concluded that a

relative high availability at day time resulted. This is in contrast to night time were the high interference level reduces the

availability of useful frequencies.

To measure the performance of the frequency selection procedure the trials were support by an automatic procedure,

which starts a link set up every five minutes. During a period of 24 hours 288 link set ups were possible. The communica-

tion system has a threshold with a maximum of 10 calls to establish the link. After 10 calls the link set up procedure is

stopped automatically.

These figures show the number of calls to establish a link versus time of day. The result shows a good performance of link

set up at day time. At night time the number of calls increases because of the lower availability of useful frequencies. The

result of the link test, where only 6 frequencies are used, shows this effect in figure 4-6.4 very clear. During the morning

time no link set up was possible.

Figure 4-4.4, 4-5.4 and 4-6.4 show the result of link set up measurements. They show the precentage of link set up at day
and night versus the number of calls. At day time a average of 1.5 calls per link set up results and at night time a average of
1.8 calls. In case of these trials, where only 6 frequencies were used for day and night time, the average number of calls at

night time increases to 6.75. The reason is the very low of availability of useful frequencies at night as shown in figure 4-6.2.

The performance of the adaptive frequency management can be seen in more detail in the figure 4-4.3, 4-5.3 and 4-6.3.

In conclusion, the examples of different link test show the effectivenes of the frequency management algorithms. The pro-

cedure of selecting the optimum working frequency from a hourly adapted sup-pool leads to a good link performance and
circuit reliability. The essential result of the field tests was that the sub-pool must contain useful frequencies at any time.

5. CONCLUSION

The transmission medium HF radio has properties, which have a strong influence on the design of modern HF data
communication systems. It has been shown, that only such a system approach can give real improvements compared with

conventional HF transmission.

An HF modem is necessary within the system, which occupies enough bandwidth to cope with multipath propagation (or
frequency selective fading) and which has adaptation algorithms, which track also fast variations of multipath. Furthermore

the modem must cope with strong interference or jamming. FEC and ARQ are necessary and a robust protocol which
handles every situation within the radio network and on the transmission medium. The protocol's control information must

be protected with more redundancy to assure fast reaction times also in case of strong interference. The protocol should

also automatize the entire transmission of data packets within the network and it must leave only those activities on the

user side, which can not be done by the system automatically. It must perform link set up and changing of frequencies

during transmission if necessary.

To do all this in the best way it must be supported by an internal adaptive frequency management which manages the

allocated bundel of frequencies dynamically. It must observe some external input quantities coming from the user, e. g.
time of day, month, distances of radio stations, and some internal quantities rrsulting from measurements, e. g.
interference levels or bit error rates. It has to learn the quality of the available frequencies and its dependence on time.

This paper is based on a realization of an HF data communication network, in which all the aspects discussed have been

implemented. Simulations and results of tests with radio stations on real HF channels show that the system works as it is

intended.
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